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Abstract. Recent empirical approaches in forecasting equity returns or premiums found that dynamic interactions among the stock and bond are relevant for long term pension products. Automatic procedures to upgrade or downgrade risk exposure could potentially improve long term performance for such products. The risk and return of bonds is more easy to predict than the risk and return of stocks. This and the well known stock - bond correlation motivates the inclusion of the current bond yield in a model for the prediction of excess stock returns. Here, we take the actuarial long term view using yearly data, and focus on nonlinear relationships between a set of covariates. We employ fully nonparametric models and apply for estimation a local-linear kernel smoother. Since the current bond yield is not known, it is predicted in a prior step. The structure imposed this way in the final estimation process helps to circumvent the curse of dimensionality and reduces bias in the estimation of excess stock returns. Our validated stock prediction results show that predicted bond returns improve stock prediction significantly.
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1. Introduction and motivation

For a long time predicting asset returns has been a main objective in the empirical finance literature. It started with predictive regressions of independent variables on stock market returns. Typically, valuation ratios are used that primarily characterise the stock, for example the dividend price ratio, the dividend yield, the earnings price ratio or the book-to-market ratio. Other variables related to the interest rate like treasury-bill rates and the long-term bond yield, or macroeconomic indicators like inflation and the consumption wealth ratio, are often incorporated to improve prediction. For a detailed overview we refer to the examples and discussion in Rapach et al. (2005) or Campbell and Thompson (2008).

In this paper, we take the actuarial long term view using yearly data, and focus on nonlinear relationships between a set of covariates. There are not many historical years in our records and data sparsity is of great importance in our approach. One could also use data of higher frequency as weekly or daily data, but one has to remember that the logistics of prediction is then very different. In our approach using yearly data bias might be of big importance while variance becomes less of an issue. In other words, the usual variance-bias trade-off depends on the horizon. An adequate model for monthly data might perform worse for yearly data and vice versa. The reason for the use of yearly data is our interest in actuarial models of long term savings and their possible econometric improvement (see e.g. Bikker et al., 2012, Guillen et al., 2013a and Guillen et al., 2013b, Owadally et al., 2013, Guillen et al., 2014, or Gerrard et al., 2014). Our favoured methodology of validating the fully nonparametric models that we employ for the long term yearly data also originates from the actuarial literature (see Nielsen and Sperlich, 2003).

The apparent predictability found by many authors was controversially discussed. As Lettau and Nieuwerburgh (2008) note, correct inference is problematic due to the high persistence of financial ratios, which have poor out-of-sample forecasting power that moreover shows significant instability
over time. Therefore, the question of whether empirical models are really able to forecast the equity premium more accurately than the simple historical mean was intensively debated in the finance literature. Recently, Goyal and Welch (2008) fail to provide benefits of predictive variables compared to the historical mean. In contrast, Rapach et al. (2010) recommend a combination of individual forecasts. Their method includes the information provided from different variables and reduces this way the forecast volatility. Elliott et al. (2013) suggest a new method to combine linear forecasts based on subset regressions and show improved performance over the classical linear prediction methods. More recently, Scholz et al. (2015) propose a simple bootstrap test about the true functional form to evidence that the null of no predictability of returns can be rejected when using information such as earnings.

A direct comparison of stocks and bonds, mostly used by practitioners, makes the so-called FED model. It relates yields on stocks, as ratios of dividends or earnings to stock prices, to yields on bonds. Asness (2003) shows the empirical descriptive power of the model, but notes also that it fails in predicting stock returns. One of his criticisms is the comparison of real numbers to nominal ones. Actually, most studies discuss separately the predictability in stock and bond markets. However, Shiller and Beltratti (1992) analyse the relation between stock prices and changes in long-term bond yields. Fama and French (1993) find that stock returns have shared variation due to the stock-market factors, and they are linked to bond returns through shared variation in the bond-market. Engsted and Tanggaard (2001) pose the interesting question of whether expected returns on stocks and bonds are driven by the same information, and to what extent they move together. In their empirical setting, they find that excess stock and bond returns are positively correlated. Aslanidis and Christiansen (2014) adopt quantile regressions to scrutinise the realised stock-bond correlation and the link to the macroeconomy. Tsai and Wu (2015) analyse the bond and stock market responses to changes in dividends. Lee et al. (2013) find dynamic interactions among the stock, bond, and insurance markets. For additional literature on the relation between stock and bond returns (especially co-movements, joint distributions, or correlations), see, for example, Lim et al. (1998), Ilmanen (2003), Guidolin and Timmermann (2006), Connolly et al. (2010), Baele et al. (2010), or Bekaert et al. (2010).

One overall idea of the this paper is to exploit the interrelationship of present values of stock returns and bond returns. They are after all both discounted cash flows. Our underlying assumption implies that expected returns are associated with variables related to longer-term aspects of business conditions, as mentioned in Campbell (1987). Consequently, we include in a nonparametric prediction model of excess stock returns the bond yield of the same year. This way, the bond captures a most important part of the stock return, namely the part related to the change in long-term interest rate. Nonlinear forecasting methods are a growing area of empirical research, see for example Guidolin and Timmermann (2006), McMillan (2007), or Guidolin et al. (2009). Nielsen and Sperlich (2003) find a significant improvement in the prediction power of excess stock returns due to the use of nonlinear smoothing techniques. Based on their findings, we focus on nonlinear relationships between a set of covariates and the bond yield of the same year. We apply for estimation a local-linear kernel smoother which nests the linear model without bias. For the purpose of bandwidth selection and to measure the quality of prediction we use a cross-validation measure of performance. It is a generalised version of the validated R2R2 of Nielsen and Sperlich (2003) and allows for a direct comparison of the proposed model with the historical mean.

An obvious problem is that the current bond yield is unknown. Thus, we have to predict it in a first step. Here, we also employ fully nonparametric models and use a local-linear kernel smoother. This raises the question why it is necessary to use a two-step procedure. One could directly include the variables used for the bond prediction when forecasting stock returns. The problem is that such a model would suffer from the curse of dimensionality and complexity in several aspects: The dimension of the covariates, possible over-fitting, and the interpretability. In nonparametrics it is well known that the import of structure is an appropriate way to circumvent these problems.1 Furthermore, Park et al. (1997) showed that an appropriate transformation of the predictors can significantly improve nonparametric prediction. In our approach, we utilise the additional knowledge about the structure that is inherent in the economic process that generates the data. We find that the inclusion of
the generated variable shows notable improvement in the prediction of excess stock returns. Note that one does not achieve computational efficiency, but rather estimation efficiency from adding information. To our knowledge we are the first including nonparametrically generated regressors for nonparametric prediction of time series data. Therefore we also have to develop the theoretical justification for the use of constructed variables in nonparametric regression when the data are dependent.

For the empirical part we use annual Danish stock and bond market data (also used in Lund and Engsted, 1996, Engsted and Tanggaard, 2001, or Nielsen and Sperlich, 2003). We find that the inclusion of predicted bond yields greatly improves the prediction quality of stock returns in terms of the validated R2R2. With our best prediction model for one-year stock returns we not only beat the simple historical mean but we also observe a large increase in validated R2R2 from 5.9% to 28.3%. To underline our findings, we also include in our empirical analysis the prediction of the ratio of stock returns and dividend yields getting similar results.

The paper proceeds as follows. Section 2 describes the prediction framework and the measure of validation. The mathematical justification is introduced in Section 3. Section 4 presents our findings from an empirical and a small simulation study. Section 5 concludes. Finally, Appendix contains proofs of our theoretical results.

2. The prediction framework

In the financial and actuarial literature traditional approaches like the classic R2R2, the adjusted R2R2, goodness-of-fit or testing methods are mainly used to measure in-sample forecasting power. More recently, out-of-sample statistics and tests are discussed, see for example Inoue and Kilian (2004), Clark and West (2006), Goyal and Welch (2008), or Campbell and Thompson (2008). In our study, we use a generalised version of the validated R2R2 (View the MathML sourceRV2) of Nielsen and Sperlich (2003) based on leave-kk-out cross-validation. It measures how well a model predicts in the future compared to the historical mean. The classical R2R2 is often used, easy to calculate and has a straightforward interpretation. But it can hardly be used for prediction nor for comparison issues as it always prefers the most complex model. See also Valkanov (2003) or Dell’Aquila and Ronchetti (2006) for more relevant arguments for disregarding the classical R2R2 measure when selecting a model. For comparison often the adjusted R2R2 is applied, which penalises complexity via a degree of freedom adjustment. It is well known that this correction does not work in our case, see for example Sperlich et al. (1999).

The idea of the View the MathML sourceRV2 is to replace total variation and not explained variation by their leave-kk-out cross-validated analogs. Note that cross-validation (cv) is a quite common in the nonparametric time series context, see Györfi et al. (1990). More formally, consider the two models

The last term in (4) vanishes as we will see in Theorem 3.7 and the second term can be easily approximated. The gain in our two-step procedure comes now from the fact that the bond in the second term in (5) is quite predictable. We confirm this fact in the empirical part 4.2 (see Table 2). In the same vain, Lin et al. (2014) find that bond returns are more predictable than stock returns. Another idea would be the following: first, estimate gg with the available bond data bt−1, and second, evaluate View the MathML sourceg at the constructed View the MathML sourceb. Since, however, this procedure did not improve the stock forecasts, we skip it from further considerations.

One could directly use the variables in the vector wt−1 as regressors in model (2). But the model would suffer from complexity and dimensionality in several aspects: The dimension of the covariates as well as their interplay. In the nonparametric literature, typically two strategies are proposed to circumvent these problems-either semiparametric modelling or additivity, both to import structure. Nielsen and Sperlich (2003) showed that additive models fail to improve the prediction of stock returns due to a non-ignorable interaction between the predictors. We improve these results by providing additional structure which is inherited by the underlying data generating process. We think of the same years bond yield as an important factor which captures some of the relevant features for the expected stock returns. Then, the inclusion of bond yields when predicting stock returns.

nonparametrically acts as a kind of complexity and dimension reduction due to the import of more structure.

To see if it is possible to further improve the predictive power in our setting, we will also analyse the model (2) with a different dependent variable. We consider the ratio between current stock returns and dividend yield, i.e. \( Y_t^* = Y_t/d_t \) (see Section 4).

3. Mathematical justification

We prove the consistency of a function estimate which makes use of constructed variables and derive its asymptotic properties. For the prediction in the time series context, we follow the steps from Ferraty et al. (2001) and combine them with Sperlich (2009). Let us consider a sample of real random variables \( \{(X_i,Y_i),i=1,\ldots,n\} \) which are not necessarily independent and want to estimate the unknown function \( m(x) = E(Y|X=x) \), \( x \in \mathbb{R} \), that should always exist. Note that for time series \( \{(Z_i),i \in \mathbb{N}\} \) a k-k step ahead forecast is included in a natural way setting \( Y_i = Z_i + kY_i = Z_i + k \) and \( X_i = Z_iXi = Z_i \). We concentrate only on the case of an auto-regression function of order one. Since we face constructed realisations for \( XX \), we assume a predictor with an additive bias and a

For mean square convergence, asymptotic normality and higher order polynomials, one could directly extend the work of Masry and Fan (1997) to the case of predicted regressors.

4. Empirical evidence and simulation studies

We interpret our method presented as a two stage regression approach. Based on the idea that the bond of the same year captures an important part of the stock return we search in the first step the optimal prediction model for the bond. Afterwards, as we have seen in Theorem 3.7, we can consistently predict stock returns using the predicted bond yields.

4.1. Data description

Consider the annual Danish stock and bond market data for the period 1923–1996 from Lund and Engsted (1996). In the Appendix of their work, a detailed description of the data can be found. We use a stock index based on a value weighted portfolio of individual stocks chosen to obtain maximum coverage of the market index of the Copenhagen Stock Exchange (CSE). Notice that the CSE was open during the second world war. When constructing the data, corrections were made for stock splits and new equity issues below market prices. Table 1 presents summary statistics of the available variables. In the following, we use the dividend price ratio, \( dd \), the stock return, \( SS \), the long-term interest rate, \( LL \), the short-term interest rate, \( rr \), and the bond yields, \( bb \), as explanatory variables.

4.2. The prior step: a simple bond yield predictor

We speak of a simple predictor as in the literature quite complex models can be found for this problem. Our main target, however, are the stock returns where bond yield prediction is just an auxiliary step in order to reduce complexity and dimension. Therefore, the model and bandwidth selection for (3) has to be based on the objective of maximising the View the MathML sourceRV2 of the stock return problem (2). Recognising that the model that maximises the View the MathML sourceRV2 for bond prediction is not necessarily the one that maximises the View the MathML sourceRV2 for stock returns, it becomes clear that it is worth to consider nonparametric alternatives for (3), even if parametric models seem to do a very good job for bond yield prediction alone. This is the reason why we need Theorem 3.7; for parametric predictors View the MathML source the consistency of (7) follows trivially.

If we just look at the bond yield prediction, then we get mostly positive View the MathML sourceRV2 for the models listed in Table 2. We observe that only in few cases a local linear predictor does a better job than a linear model as far as we look at the View the MathML sourceRV2 for bond yields. The interesting numbers, however, we will see only when looking at the View the MathML sourceRV2 for stock returns in Table 3, next section.
Fig. 1 shows the estimated functions for the bond yield prediction step with a single covariate \( w_{t-1} \) from the set \{S,r,d,L\} \{S,r,d,L\} using a linear model (triangles) and a fully nonparametric model (diamonds). For some of the models a clear nonlinear behaviour can be observed. Fig. 2 displays the estimation results of the combination of the variables \( r,b \) that gives the largest validated R2 value for 2-dim. models in Table 2, again for the linear model (triangles) and the fully nonparametric model (diamonds). Note that we set one variable at a certain level (25%, 50%, 75% quantile) and plot the relationship of bond yields with the remaining variable. For example, on the left-hand side of Fig. 2, we set the lagged bond yield at values of 2.0, 5.7, and 12.2. The linear model and the fully nonparametric model behave very similar (what is not surprising, since both have more or less the same validated R2 value). Only at the boundaries a clear difference of both models is visible. Note again that we are interested in stock return prediction and that the predicted bond used in the final step not necessarily has to be the best possible one.

4.3. Stock prediction

Now we examine the predictive relationship of excess stock returns \( Y_t \) and a set of financial variables \( v_{t-1} \) using different models. Results of this exercise are summarised in Table 3. First, for the sake of illustration, we develop our strategy step by step and start with the estimation of the model \( Y_t = g(v_{t-1}) + \varepsilon_t \) with a fully nonparametric kernel based method as well as the parametric counterpart (not including the constructed bond yield View the MathML sourceb^t). Part (a) of Table 3 reports the results and shows that all parametric models produce negative validated View the MathML sourceRV2 values. It means that with a linear regression approach we cannot better forecast one-year stock returns than the simple mean. A more sophisticated technique is needed. In fact, our so far best nonparametric model uses actual lagged bond yields, \( b_{t-1} \), and gives an View the MathML sourceRV2 of 5.9%. But even better results are possible when we include the generated bond yield View the MathML sourceb^t in our analysis.

Second, we follow our procedure proposed in Section 2 and generate the current bond yield with model (3). Then we include this constructed variable as a regressor in the final step, the model for excess stock returns as stated in Eq. (2). Let us do this first without any further regressor \( v_{t-1} \). As discussed before, we have to choose the model and bandwidths along the largest View the MathML sourceRV2 value for predicting stock returns. How much the predictive power has increased by this method can be seen when comparing part (a) with part (b) of Table 3. The best model in (b) uses as single regressor lagged bond yields in the first step and only the predicted bond as covariate in the second step (View the MathML sourceRV2 of 10.6%). Even for the parametric counterpart our strategy helps to improve prediction power since we can observe positive View the MathML sourceRV2 for some models. As one can clearly see, the nonparametric version produces better results, recall our discussion in the previous section.

Third, we construct the current bond as before but accompany this regressor in model (2) by any combination of lagged variables from the predictor set \{d,S,L,r,b\} \{d,S,L,r,b\} as our vector \( v_{t-1} \). Then, the two largest View the MathML sourceRV2 were achieved by View the MathML sourceg(b^t,dt−1,St−1,Lt−1) where View the MathML sourceb^t=p(dt−1) (yielding View the MathML sourceRV2=30.3%) or View the MathML sourceb^t=p(dt−1,Lt−1) (yielding View the MathML sourceRV2=28.9%), respectively. Note that for an increasing set of regressor variables the corresponding multidimensional bandwidth grid on which we looked for the best predicting one had to be reduced for numerical reasons. Consequently, lower dimensional models have the tendency to be slightly favoured in our study. The full set of results for the 25 times 25 combinations of \{d,S,L,r,b\} \{d,S,L,r,b\} is not shown for the sake of presentation, but available on request. We include in part (c) of Table 3 only the ‘diagonal’ of those results since the predictive power is among the best of all possible models. In other words, in part (c) of Table 3 holds \( w_{t-1} = v_{t-1} \), exactly the same regressors used for the bond construction in step one accompany View the MathML sourceb^t again in the second step. For completeness, also the results of the parametric counterpart are included in part (c) of Table 3. We see that our new prediction procedure improves the predictive power for stock returns. We find again convincing evidence that the two nonparametric steps are better than the parametric counterpart. For the best model in Table 3—we have
we find a large increase in the View the MathML sourceRV2 value from 5.9% to 28.3%, an about factor five improvement compared to the best model without constructed bonds. This finding again indicates that the bond captures a quite important part of the stock return which is related to the change in long-term interest rate.

Fig. 3 shows the estimated functions View the MathML source\(g^*\) for the excess stock return predictions based on a single covariate from the set \(\{S,r,d,b\}\) using a fully nonparametric model (diamonds), a fully nonparametric model with the constructed bond as single regressor in the second step (crosses), and a fully nonparametric model based on the predicted bond together with the regressor of the first step (pluses). Again, for some of the models a clear nonlinear pattern can be observed. Fig. 4 displays the estimation results of the combination of the variables \(d,L_d,L\) that gives the largest validated \(R^2\) value in Table 3, again for three different models used in Fig. 3. Note that we set one variable at a certain level (25%, 50%, 75% quantile) and plot the relationship of excess stock returns with the remaining variable. For example, on the left-hand side of Fig. 4, we set the lagged long-term interest rate at values of 5.1, 6.4, and 10.6. It seems that the model which uses only the predicted bond as a covariate is too inflexible in its functional form and needs the additional information which is still inherent in the covariates of the first step when it comes to stock return prediction in step 2. This underlines the findings of Table 3 where the largest validated \(R^2\) values can be found in part (c) for the nonparametric estimators of the models based on the predicted bond together with the same covariates of the first step.

In order to get a better view of the potential of our proposed method, we analyse the out-of-sample mean-squared error (oos-mse) for a one-step ahead prediction with an expanding estimation sample for the new method in comparison to the oos-mse of the corresponding fully nonparametric and linear models as well as the historical mean. For an illustration we use dividend by price and long-term interest rate since we observed for this combination of covariates the largest View the MathML sourceRV2 in Table 3. Fig. 5 shows the predicted annual excess stock returns of the different models in comparison to the realised annual excess stock returns of the CSE. We observe the smallest oos-mse for the new method (0.044), followed by the historical mean (0.049), the linear model (0.058), and the fully nonparametric model (0.059).

The first line refers again to the parametric version of model (2) and the second line to the fully nonparametric method, both without constructed bonds. Almost all of the parametric models have negative View the MathML sourceRV2 values and also only a small number of nonparametric models beat the simple mean. In contrast, when we include the constructed bond in the nonparametric prediction, a large increase of the validated View the MathML sourceRV2 can be observed. For example, the model which uses long- and short-term interest rate, and lagged bond yields for both the bond generation and following stock prediction, has a View the MathML sourceRV2 value (43.5%) that is over three and a half times larger than the value of the best model without constructed bonds (12.3%).

4.4. Simulation studies

A simulation study gives us the possibility to highlight the potential of our method. We first show the effects of a dimension reduction and afterwards of a pronounced curvature.

Let us consider a four dimensional function that is separable into two terms: View the MathML source\(m(x_1,\ldots,x_4) = m(s_1,s_2)\) with \(s_1=s_1(x_1,x_2)\) and \(s_2=s_2(x_3,x_4)\). We simulated data from the following models:

\[
S_1=x_1+x_1x_2+\varepsilon_s s_1 \quad S_2=\exp(x_3+x_4)+\varepsilon_s s_2 \quad \text{and View the MathML source} \\
Y=m(x_1,\ldots,x_4)+\varepsilon_m = m(s_1,s_2)+\varepsilon_m = s_1+s_2+\varepsilon_m.
\]

For each explanatory the support is \([0,1][0,1]\). An autoregressive design with \(\phi=0.75,0.2,0.02\phi=0.75,0.2,0.02\) for \(x_1,\ldots,x_3\) was used; also a normal for \(x_4\). Different parameter values \(\sigma\) for the zero mean normal error distributions were investigated as well as different sample sizes \(n\). The kernel used was the Gaussian. For computational reasons the bandwidths are chosen separately in each step of the simulation. In step one we predict \(s_1\) and \(s_2\), used in step 2 to estimate function View the MathML source\(m\).
Lines three and four of Table 5 present the results for the two-step approach for View the MathML source $\hat{m}$ and the fully nonparametric method estimating $m$ in terms of View the MathML source $RV_2$ values, averaged over 500 runs. The proposed two-step procedure succeeds in improving on the fully nonparametric estimator in all cases by far. The effect of the dimension reduction is of course more pronounced for the smaller sample size and results in an almost factor 2 improvement.

For the second part we consider the function composition View the MathML source $m(x) = \hat{m} \circ s(x)$, where the inner function $s$ has a pronounced curvature. We simulated data from the following models:

$$S = \sin(4\pi(x-1/8)) + \cos(4/3 \cdot \pi(x-1/2)) + 1.6 + \varepsilon_{\sigma_s}$$

and

$$Y = m(x) + \varepsilon_{\sigma_m} = \sin \circ s(x) + \varepsilon_{\sigma_m},$$

i.e. View the MathML source $\hat{m}(x) = \sin(x)$. Note that $s$ is one of the example functions used in Park et al. (1997). A uniform design was used with the support $[0,1]$. Different parameter values $\sigma_s$ for the zero mean normal error distributions were investigated for a sample size of $n=50$. The kernel used was the Gaussian and the bandwidths are chosen separately in each step for the two-step part. Again we are aware of the suboptimality, i.e. we could even do better with respect to the View the MathML source $RV_2$ but at the cost of computing time. Table 6 reports the results. We find that already in this simple example the proposed two-step approach can help to obtain clearly better results, i.e. much larger View the MathML source $RV_2$-values in all cases. Fig. 6 shows the used inner function (left) and estimates of $m$ and View the MathML source $\hat{m}$ (right). We see that our method can better estimate problematic regions, in particular by bias reduction.

5. Concluding remarks and outlook

Motivated by economic theory and statistical arguments, we include the same years bond yield in the fully nonparametric prediction approach for excess stock returns. Since the current bond yield is unknown, we propose to construct it in a prior step using again nonparametric techniques. The bandwidths should be chosen in such a way that they maximise the View the MathML source $RV_2$ of the final step. The empirical study demonstrates that this two-step approach can improve the stock return prediction enormously. We moreover prove the consistency of our method and derive the asymptotic behaviour of our final predictor. We illustrate the improvement due to our method using annual Danish stock and bond market data which were studied in detail in former articles by different authors. Our results confirm our motivation of including the same years bond yield, namely that it captures the most important part of the stock return, that one related to the change in long-term interest rate. This actually holds not only for stock returns but also for transformed variables, as for example returns divided by dividend yields.

The statistically insights are the following. It is clear that we face a regression model that exhibits high complexity and dimensionality. An obvious remedy would be the imposing of structure. Since it has been shown that additive separability is inappropriate because of unknown interactions, we make use of financial theory to exploit the inherent structure of stock returns. Alternatively, one could interpret the first stage as an optimal nonparametric transformation that maps, for example, the long-term interest rate to the current bond yield, View the MathML source $L_t \rightarrow b_t$. The subsequent nonparametric smoother of the transformed variable is then characterised by less bias. Here, we present a practical example in the spirit of the somewhat theoretical method proposed by Park et al. (1997) which improves nonparametric regression with transformation techniques. Although we extend their method in several aspects, their paper provides some statistical intuition for the success of our approach. Our simulations additionally underpin the key idea of complexity and dimension reduction.
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Abstract. This paper studies how funding public pensions can improve policy outcomes when short-sighted governments cannot commit. We focus on sustainable plans, where optimal nonlinear pensions are not reneged on by sequential governments. Funding pensions is a commitment mechanism. It implies lower contributions than does the second best policy, which reduces temptation to over-redistribute later and to misuse revealed private information. Funding may be preferable even if the population growth rate is higher than the rate of return on assets. Second best optimal policies are also more likely to be renegotiation proof under fully funded pensions.
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1. Introduction

Publicly managed pension plans are subject to political risks (Diamond, 1994 and Diamond, 1996). Even benevolent governments may be tempted to engage in excess redistribution among retirees using pension wealth. Because of this, some have argued that funding and privatizing public pensions could reduce political risks.

Recent literature in dynamic optimal taxation, among which Farhi et al. (2012), has shown that commitment is especially relevant in dynamic non-linear optimal tax problems, in which the fiscal schedule must induce individuals to reveal private information about themselves. If the policy maker can improperly use revealed information and renege on its promises, the optimal policy may be significantly altered and capital should be taxed progressively. Doing so reduces income inequality in the optimum. Sequentially, governments thus have fewer incentives too misuse households’ private information to over-redistribute. Farhi et al. (2012) study sustainable equilibria à la Chari and Kehoe (1990) that are perfect Bayesian and that can be sustained by a trigger-type reaction by the households following a governmental deviation.

We extend their analysis to show how the institutional structure of public pensions, whether fully funded or unfunded, may help or harm policy outcomes when commitment is assumed away. We use a simple, overlapping generations model, with an infinite repeated game between successive governments and generations. An initial social planner who sets contribution levels and the redistributive characteristics of the public pension plan must ensure that successive short-sighted governments do not have an incentive to renege later on.

Our results formalize the idea that funding pensions may be used as a commitment mechanism. When it is, the optimal response to a lack of commitment is to reduce aggregate pension contributions in order to reduce next period’s temptation. With unfunded plans, immediate temptation to over redistribute involves higher contributions than in the second best plan, and significantly less inequality. We use numerical examples to show that optimal second best policies are more likely to be sustainable under funded pensions. Due to their pre-commitment value, funded pensions may be preferable to pay-as-you-go schemes even when the rate of return on financial assets is smaller than the growth rate of the population.

2. Model
Consider an overlapping generations version of Stiglitz (1982) where individuals live for two periods of equal duration. In the first half of their lives they supply labor, consume, are taxed and contribute to a public pension fund. In the second half they are retired and live off public pension benefits. The timing of retirement is exogenous and population grows at a fixed rate $\eta > 0$. Thus, at each period $t = 0, 1, \ldots$ one generation of workers cohabits with one generation of retirees. The constant ratio of workers to retirees is therefore $1 + \eta_1 + \eta$. There is a constant proportion $n_{-i}$ of type-$i$ agents, where types are denoted by $i = 1, 2$. There is an underlying linear production technology according to which a type-$i$ worker who supplies $l_{ti}$ units of labor faces a hourly market wage rate $w_i$ with $w_1 < w_2$. Gross incomes are defined as $y_{ti} = w_i l_{ti}$. All individuals have identical, time separable utility functions:

$$\text{By (3a) aggregate consumption of workers equals aggregate gross income minus pension contributions. By (3b) aggregate consumption of retirees depends on } \alpha \in \{0, 1\} \text{, which captures whether public pensions are unfunded fully funded. Following the taxonomy of Lindbeck and Persson (2003), in an unfunded plan } (\alpha = 0) \text{ aggregate benefits are financed by a specific tax on the generation currently working. A fully funded plan } (\alpha = 1) \text{ has them financed by the returns on previously accumulated pension assets. For simplicity, assume that these savings yield the fixed rate of return } r. \text{ Note that a fully funded pension plan need not be actuarially fair at the individual level because individual benefits are not necessarily proportional to one’s own contributions (Feldstein and Liebman, 2002 and Lindbeck and Persson, 2003). Note finally that } \alpha \text{ is taken as an institutional feature. Since it is fixed, it is highly costly to reform on short notice. It captures the stylized fact that pension contribution rates are more frequently adjusted than the fundamental structure of public pension plans, which requires in-depth reform, more time and more policy debates to implement than simply changing contribution rates.}

2.1. Full commitment benchmark

Choosing an optimal allocation is equivalent to designing a nonlinear tax system across workers and retirees. Suppose that at $t = 0$ the social planner can once and for all promise future allocations that satisfy the feasibility constraints. He maximizes (2) by choosing $\phi_t$, subject to $\text{Eqs. (4), and } \lambda x = 0$. Unsurprisingly, concave utility of consumption (or aversion to inequality) prescribes $\text{View the MathML source } \phi_t, \forall t$. All individuals have identical consumptions, but type-2s are invited to work more (Mirrlees, 1971 and Stiglitz, 1982).

As is well known since Mirrlees (1971), such an allocation is not incentive compatible. If only gross incomes $y_{ti}$ can be observed instead of types, type-2 workers will mimic type-1s. Second best optimality is therefore restricted to incentive compatible allocations that satisfy

2.2. Sequential governments

Suppose now that the social planner initially promises allocations $\text{View the MathML source } \phi_0, \forall t$. Each allocation must be incentive compatible and feasible. Lagrange multipliers $\theta_t, \mu_t, \text{ and } \lambda x$ are assigned to Eqs. (4), and . However, the social planner does not have the final say. Sequential governments can later re-optimize and change allocations insofar as they are feasible. We model them in the spirit of Farhi et al. (2012), where three motives induce sequential governments to renege. First, they already know retirees’ types and may seek to set $\text{View the MathML source } dt_1 = dt_2$. Second, they may weigh generations differently than does the initial social planner. Third, accumulated assets are perceived as an inelastic tax base that can be redistributed at no immediate efficiency cost. The objective function of a time $t$ government is

where $\pi_t$ is the weight put on current retirees, whose types are known.

Let us focus on allocations that can be promised by the planner at $t = 0$ and which sequential governments will not renege on. Oftentimes, such policies have been characterized by taking the limit of the backward induction solution to a dynamic game. Here, young workers know that their private information will be used to equalize consumption across types next period. Therefore, they reveal it only if the promised allocations maximize (6) subject to $\text{View the MathML source } dt_1 = dt_2 = dt$, to the feasibility constraint and to the IC constraint.
To separate types, allocations must therefore allow for more inequality across workers. But what interests us is the role of accumulated assets on the outcome of this game. Denoting the allocation selected by governments (and promised by the social planner) and a government’s value function, we find that\( \sigma(t) \) the allocation selected by governments and \( W(t) \) a government’s value function, we find that We first study a scenario where \( r=\eta=1 \). If \( \pi \) is low enough so the credibility constraint does not bind at the second best allocation, the funded and unfunded regimes yield a social welfare of approximately 9.6321 in the steady state. Inter generational discounting implies that retirees’ consumption is marginally higher under the unfunded regime.

When pensions are unfunded, increases in \( \pi \) quickly translate into binding temptation. Since no commitment mechanism is available, sequential governments react by increasing retirees’ consumption. Otherwise, reneging would take place later on. Social welfare decreases to eventually attain negative values.

With funding, a broader range of second best allocations can be sustained without commitment. Only when \( \pi \) goes from 0.60 to 0.65 does the credibility constraint bind. When it does, one can readily see how pre-commitment kicks in. Instead of increasing contributions (as under unfunded pensions), the social planner reduces them to diminish sequential governments’ amount of cash-on-hand that is available for redistribution.

The second numerical example is found in the four rightmost columns of Table 1. We have set \( \eta \geq r \) and adjusted \( \rho \) so that \( \delta \) remains unchanged. In our setup, \( \eta \geq r \) makes the unfunded regime strictly dominant in any full commitment scenario since we abstract from risk issues (Dutta et al., 2000). However, as \( \pi \) increases the commitment value of funding pensions makes it preferable not to resort to pay-as-you-go schemes.

3. Conclusion

We used a simple model to explain why funding pensions may help governments to commit. Our stylized assumptions helped us formalize why and when funding may act as a commitment device. For simplicity we assumed that the funding structure of the pension plan is difficult to change in the short run, whereas the contribution rates can be more easily adjusted. Also, fully funding the pension plan (in a steady state) implies, in the model, that policy instruments that redistribute across generations are shut down. In this environment, the normative case for fully funded pensions becomes stronger when commitment is also assumed away.\(^5\)

Of course, more still has to be done on this topic. Some researchers, such as Blake (2000) and Barr (2002), contend that funded pensions are at best an imperfect commitment device to isolate pension capital from political risks.\(^6\) While governments can (and do) break their PAYG promises, they can equally reduce the real return to pension funds, by requiring fund managers to hold government financial assets with a lower yield than they could earn elsewhere, or by withdrawing or reducing any tax privileges. The Argentinean case also convincingly demonstrates that simply ending pay-as-you-go schemes and transferring pension management to the private sector does not mechanically alleviate political risks (Kay, 2009). A new set of political risks can then emerge since funded assets can be perceived as an inelastic tax base by predatory and short-sighted governments, with excess redistribution and time-inconsistent policy-making as consequences.
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Abstract. The aim of this paper is to analyse whether institutional factors determine the level of corporate governance compliance among major listed companies in emerging markets of Latin America, a region characterized by a poor legal system, highly concentrated ownership structures, and capital markets relatively less developed. The paper used an unbalanced panel data consisting of 826 observations of the highest ranked companies on the stock exchange indices of Argentina, Brazil, Chile and Mexico during the period 2004–2010.

The results provide strong empirical evidence that board independence, ownership concentration and stakeholder orientation affect positively corporate governance ratings, while board size decreases corporate governance compliance in Latin American countries. The study fills a gap in the Latin American literature, providing useful information for determining policies on corporate governance and, in general, for managers and investors of listed companies in Latin America.
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1. Introduction

Corporate Governance [CG] is a relevant issue in academic writing and finance and accounting fields due to the chain of financial scandals around the world. CG monitors the effectiveness of management and ensures legal compliance by preventing irregular and improper behaviour. In this sense, leading global institutions such as the Organization for Economic Cooperation and Development [OECD], the International Finance Corporation [IFC] and the World Bank, strongly emphasize the development of different regulations, guidelines and good governance codes around the world. OECD affirms that CG “has implications for company behaviour towards employees, shareholders, customers and banks”. A corporation's corporate governance structure is an important criterion when investors make investment decisions (Epps & Cereola, 2008). In the case of emerging markets, compliance with good CG practices is an effective substitute when legal environments and regulatory frameworks are weak and highly concentrated ownership structures predominate.

In this context, companies that improve their CG practices could be able of protecting shareholders rights and increase the confidence of investors (La Porta, López-de-Silanes, Shleifer, & Vishny, 2000). As a result, different ratings on CG [CGR] have been proposed by institutions and academics around the world. The construction of a rating or index is beneficial as it integrates the various elements of a firm's governance system into one number. Although there is no standardized system to measure the compliance on CG, prior research has been developed several CGR mostly for Anglo-Saxon and continental European countries (Gompers et al., 2003 and Klapper and Love, 2004). The main objective of the CGR is to assess and compare the companies’ governance score regarding the accepted standards issued by regulatory bodies in a particular institutional context (Al-Malkawi, Pillai, & Bhatti, 2011).

Regarding to factors that affect the CG compliance, prior studies have recognized the institutional framework in emerging countries (Aguilera & Jackson, 2010). Institutional theory integrates a wider understanding related to cultural dimensions and formal factors of the firm in a modern society (Davis, 2005). Therefore, CGR may be notably influenced by institutional factors such as culture, legal
structures and financial markets (Creed et al., 2010, Peng et al., 2009 and Suddaby and Greenwood, 2005). On the other hand, agency theory points out the conflict of interest between management and owners due to separation of ownership and control. To minimize this divergence and reduce agency costs, this theoretical approach suggests the adoption of internal and external mechanisms of CG by companies (Haniffa and Hudaib, 2006 and Tariq and Abbas, 2013). In this study, institutional and agency theories are adopted as the main reference frameworks to empirically describe the factors that affect the CG compliance in Latin American listed companies. Formal factors at the macro level (legal system and government initiatives such as CG codes) and at inter-organizational level (board structure, ownership concentration or leverage) play an important role by adopting of CG practices (Boliari and Topyan, 2007 and Campbell, 2007).

Latin America is characterized by poorer CG and inferior legal system, highly concentrated ownership structures, and capital markets relatively less developed in comparison to more developed OECD economies (Blume & Alonso, 2007). The conflict of interest between major and minority shareholders reduces overall shareholder value and increases the expropriation of minority shareholders. Our motivation stems from the growing relevance of CG for investor confidence in the region and the absence of prior research in Latin America, which partly stems the scarcity of relevant data (Kabbach de Castro, Crespi-Cladera, & Aguilera, 2012). We pay attention in the institutional context, efficiency and legitimacy of CG mechanisms in an international business environment. In this sense, the question in this study is how institutional and agency theories could identify those formal and informal factors that promote CG compliance in Latin American listed companies?

We contribute to the literature in several ways. First, we propose a CGR which is based on the institutional and regulatory framework of the region. Second, we support our results using a sample of 826 non-financial firms in fourth largest stock exchanges of the Latin American region (Argentina, Brazil, Chile and Mexico), over the period 2004–2010. Third, we identify institutional formal and informal factors may be significant to CG compliance through GMM method addressing the reverse causality problem using suitable lagged values of the explanatory variables as instruments (Blundell and Bond, 1998 and Pindado et al., 2014). Finally, this study may provide useful information for determining policies on corporate governance and, in general, for managers and investors in listed companies. To the best of our knowledge, this is the first study that focuses on Latin America emerging countries combining the institutional and agency theories in a context characterized by a weak legal system and a lower shareholder protection.

The rest of the study is organized as follows. The authors, first presents a review of relevant literature and develop the study hypotheses. Secondly, the data and construction of the CGR are presented. Thirdly, we describe the data and methods of analysis. Fourthly we discuss the main results. Last section concludes.

2. Literature review

The compliance on CG can be looked upon from different theoretical perspectives, for instance economic, legal, social and applied finance (Ariff and Ratnatunga, 2008 and Tariq and Abbas, 2013). The theoretical foundation can be found in agency theory which points out that higher ownership concentration results in a conflict between majority and minority shareholders, with several well-known cases of expropriation (Jensen & Meckling, 1976). The major problem of this conflict is that minority shareholders are not protected against expropriation by majority and it is mainly due to weak legal structure (enforcement) of countries. Agency theoretical framework has tried to explain the relationship between shareholders and management, seeking the interest's alignment of managers and shareholders with CG mechanisms (Lopes & Walker, 2012). However, agency theory is limited and does not explain the multi-dimensional complexity and character of the CG phenomenon in an international business context (Adegbite, 2015). The conceptual framework of institutional theory is much broader and deeper than agency theory, since accounts for the deeper and resilient aspects of socio-cultural structure, and integrates the process by which organizational schemas, rules, norms, and routines are established as guidelines for corporate behaviour (Scott, 2004). Furthermore, this theoretical approach is most suitable to explain CG practices in contexts characterized by small stock
market, a higher level of ownership concentration in the hands of a few shareholders, and a strong link between CG structures and institutional development (Baixauli-Soler & Sanchez-Marin, 2011). Globerman and Shapiro (2003) observed that formal institutions – regulation, financial markets, transparency and accountability – strengthen the governance structure and attract more foreign investment. However, in these countries, informal institutions play an important role when formal mechanisms prove to be inadequate (Estrin & Prevezer, 2011). The above has caused an increase in the adoption of good governance practices as part of firms’ strategy to increase investors’ confidence. In the case of emerging markets, the institutional conditions may explain variations in the level of business activity and corporate practices (De Clercq, Danis, & Dakhli, 2010).

The adoption of corporate practices and principles co-evolving with institutions might become institutionalized. Institutionalization implies a certain degree of internalization and cognitive belief in the practice which is quite distinct from decoupling practices (Terjesen, Aguilera, & Lorenz, 2015). The Latin American model of CG is characterized by undeveloped capital markets, weak institutional environments, highly concentrated ownership structures, and lower protection of investors (Chong and López-de-Silanes, 2007 and Djankov et al., 2008). The proliferation of governance codes and adoption of best practices in Latin America – especially in the larger economies of Argentina, Brazil, Chile and Mexico which capture 70% of regional market capitalization (S&P, 2010) – and the creation of institutions like the Latin American Corporate Governance Roundtable as a joint initiative of the International Monetary Fund [IMF], the World Bank, and state and private actors from Latin and OECD countries, promotes a new era on CG in the region (Diamandis & Drakos, 2011). The guidelines issued by the OECD, codes of good governance and the regulations issued in each of these countries have all contributed to raising the CG compliance in issues related to the board of directors, shareholder rights, conflicts of interest, ownership structure and support committees of the board.

Latin American countries have adopted voluntary practices of CG to cover for the limitations of the regulatory framework. Good governance codes and laws prevailing in the region have been based on the “White Paper” and GC principles of the OECD. These CG codes have promoted transparency and market efficiency, the protection of shareholders and effective board of directors monitoring. Particularly, Argentina, Brazil and Mexico have opted for soft laws, through the principle of “comply or explain”. Chile has focused on hard laws and legal enforcement which aim to strengthen the board of directors, auditing committee functions, shareholders rights and reduce conflicts of interest, however there are inefficient self-regulation practices concerning the capital markets (Lefort & González, 2008).

Recent studies have adopted the institutional-agency theories to analyse the factors that influence on CG compliance in different contexts. For instance, Seal (2006) proposes an institutional theory of agency, which may defined as the analysis of managerial behaviour in giant, widely owned corporations where managerial action is influenced by institutionalized practices that affect corporate practices and performance. This combination of theories establishes managerial behaviour has been influenced and legitimized by the dominant discourse of CG – the agency theory. Institutional theory is defined as a set of formal and informal rules that affect business activity (North, 2005). In this regard, both formal (e.g. government initiatives, laws; Campbell, 2007) and informal institutions (e.g. corporate culture and strategy; Boliari & Topyan, 2007) are regarded as antecedents to action by defining the CG practices. According to DiMaggio and Powell (1983), institutional theory indicates that firms tend to incorporate external norms and rules into their operations and structures in order to gain legitimacy and social acceptance. Thus, it can be argued that companies may gain acceptance and legitimize their operations by engaging in CG compliance (Ntim, Lindop, & Thomas, 2013). Thereby, all forms of institutions that manage human interactions via cognitive, normative, and regulative processes influence organizational decision-making (Trevino, Thomas, & Cullen, 2008).

3. Hypothesis development

Institutional theory emphasizes that legal rules and norms form an important element of national institutional systems (Filatotchev, Jackson, & Nakajima, 2013). The groundbreaking work by La Porta, López-de-Silanes, Schleifer, and Vishny (1998) argue that a common element in differences
between countries is the degree of investor protection against abuses by the management team and majority shareholders. The degree of law enforcement creates cross-country differences. For instance, civil laws give investors weaker legal rights than common laws do. The difference in legal protections of investors might help explain why firms are financed and owned so differently in different regions. Shleifer and Vishny (1997) conclude that a very high ownership concentration may be a reflection of poor investor protection. Differences in legal systems have implications for transparency on CG practices, directly or indirectly, with firms in common-law countries disclosing more CG information than those located in civil-law countries (Li & Moosa, 2015). Institutional theory argues that firms tend to incorporate external norms and rules in order to gain confidence and legitimacy in the market (Scott, 1987). Various studies have sought to measure the degree of enforcement, and Leuz, Nanda, and Wysocki (2003) suggested it can be measured through three variables: (a) the efficiency of the judicial system; (b) an evaluation of the rule of law; (c) an index of corruption. Kaufmann, Kraay, and Mastruzzi (2011) proposed a series of governance indicators including the dimensions of regulatory quality, the rule of law and the control of corruption. The Worldwide Governance Index [WGI], on the other hand, published by the WGI (2014), includes six dimensions for 213 economies, assessed for the period 1996–2010: (1) accountability; (2) political stability and absence of violence; (3) governmental effectiveness; (4) regulatory quality; (5) the rule of law; (6) the control of corruption. Hence, our first hypothesis is that:

**Hypothesis 1.**
There is a positive relation between the WGI and the CGR in Latin American countries.

The dimensions of CG contained in the codes of good governance and regulatory framework constitutes formal factors that may influence managerial decisions related to the compliance level on CG (Ho & Wong, 2001).

- Size of the board: The board should comprise a reasonable number of directors; its size directly affects its functioning and supervisory capacity (Gandía, 2008). Larger boards enjoy greater diversity and tend to have more experienced members, which affects the CGR (Gallego Álvarez et al., 2009 and Laksamana, 2008). Various studies corroborate the presence of a positive relationship between board size and the level of CG compliance (Barako, Hancock, & Izan, 2006; Hussainey & Al-Najjar, 2011).

**Hypothesis 2a.**
Board size has a positive impact on CGR in Latin America.

- Composition of the board: External (non-executive) directors are not part of the company's management team and so are in a better position to monitor management performance (Donnelly & Mulcahy, 2008). They have an added incentive to facilitate supervision by shareholders because their own reputation depends on the corporate performance (Fama & Jensen, 1983); moreover, they are the most effective agents for maximizing shareholder value (Rouf, 2011). Most studies affirm there is a positive relationship between the independence of the board and CGR (Abdelsalam and Street, 2007; Kent and Stewart, 2008 and Samaha and Dahawy, 2011).

**Hypothesis 2b.**
There is a positive relationship between the proportion of independent directors and CGR in Latin American countries.

- COB-CEO duality: COB-CEO duality refers to the situation in which the same person holds both positions in a company. According to Haniffa and Cooke (2002), separation between the two positions helps improve the quality of supervision and reduces the advantages gained by withholding information, while the concentration of power is associated with reduced transparency and lower quality of CG information (Laksamana, 2008).

**Hypothesis 2c.**
There is a negative relationship between COB-CEO duality and CGR in Latin America.

- The presence of women on the board: In recent years the issue of gender diversity in business has received considerable research attention. Women provide viewpoints, experiences and work styles that differ from those of their male counterparts (Torchia, Calabró, & Huse, 2011). Among the variables that have been associated with the presence of women on the board is the level of CG
transparency, thus increasing the board's capacity to supervise the process of CG transparency and compliance (Gul, Srinidhi, & Ng, 2011). Several studies have suggested that gender diversity is associated with a higher quality of boardroom debate and more effective communication (Hillman, Shropshire, & Cannella, 2007; Huse & Solberg, 2006), thus facilitating greater availability of information to investors.

**Hypothesis 2d.**

The proportion of women on the board is positively associated with the CGR in Latin America.

- Ownership structure: An important factor shaping the CG system is the company's ownership structure, defined as the degree of concentration that determines the distribution of power and corporate control, or as the proportion of voting shares owned directly or indirectly by senior management, board members or their relatives (Owusu-Ansah, 1998). When the ownership structure is diffuse, greater supervision is needed in order to maintain fair access for minority shareholders. Companies with widely dispersed ownership tend to disclose more information in order to reduce the costs of control by shareholders (Haniffa & Cooke, 2002). Furthermore, this transparency on CG is increased when there are external shareholders (Donnelly & Mulcahy, 2008). Some studies have reported a negative relationship between ownership concentration and the level of information disclosure (Barako et al., 2006, Gandía, 2008 and Vander Bauwhede and Willekens, 2008, among others). In companies with large individual shareholders or a high concentration of ownership, information is transferred directly through informal channels, or there may simply be a greater alignment of interests, thus reducing the need to make information public.

**Hypothesis 2e.**

There is a negative association between ownership concentration and CGR in Latin American countries.

- Family-controlled firms: According to the agency theory, family controlled firms create agency costs. The risk of wealth expropriation from minority shareholders is higher when ownership is concentrated and held by family members (Barontini & Caprio, 2006). In this sense, CG compliance in family firms may become inconsistent with wealth maximization. The combination of ownership and control in family firms could generate and excessive role by the owner through its leadership, which could lead to problems of management entrenchment. Faccio and Lang (2001) argue that family firms present a poor performance compared to no family firms, while San Martin-Reyna and Duran-Encalada (2012), anticipate problems associated with family firms and composition of directors. Family owners could favour family interests over the firm's interests (e.g. minority shareholders) and have incentives to be engaged in opportunistic behaviours, because of loyalty towards the family (Schulze, Lubatkin, Dino, & Buchholtz, 2001). Thus we set the following hypothesis.

**Hypothesis 2f.**

Family-controlled firms obtain a lower corporate governance rating (CGR) than non-family firms in Latin American listed firms.

Institutional theory suggests that a firm's right to exist is legitimized if its value system is consistent with that of the larger social system of which it is part of, but threatened when there is actual or potential conflict between the two value systems (Suchman, 1995). Diverse interest groups influence decision-making and the values adopted by the firm (Donaldson & Preston, 1995). Bradley, Schipani, Sundaram, and Walsh (1999) identified two types of culture in companies: community or stakeholder-oriented culture, with a broad range of members having a legitimate interest in corporate activities, and shareholder-oriented culture, with a contractual outlook, in which companies are viewed as tools for creating shareholder value, and in which other stakeholders have less legitimacy and influence over management. In line with Simnett, Vanstraelen, and Fong Chua (2009), in this study we consider the stakeholder vs. shareholder orientation as a dimension of organizational culture. Under this approach, Smith, Adhikari, and Tondkar (2005) revealed that companies with a stakeholder-oriented approach disclose more information as part of their strategic management approach in order to strengthen relations with stakeholders, while Basu and Palazzo (2008) suggest that companies could improve the credibility of their communication by exposing transparency to
questioning through stakeholders. In the same line, Jansson (2005) argues that the stakeholder orientation depends on the governance and ownership structure of the firm and the legal environment.

**Hypothesis 3.**
The CGR is higher in firms with a stakeholder orientation than in those oriented towards shareholders.

Research on the relationship between CG transparency and innovation has been limited (Miozzo & Dewick, 2002). According to O'Sullivan (2000, p. 1), innovation is performed with the aim of increasing product quality and/or lower production costs. Innovation can provide the critical component of a firm's competitive strategy. Gill (2008) found that those companies that follow innovation as a strategy disclose more information to signal commitment to the project, potentially inducing a rival's exit. Inside directors are generally associated to innovative strategies, because they have a better knowledge of the company. As a consequence, detailed information is required to make effective strategic decisions and monitoring (Zahra, 1996). Competitive pressure might be alleviated when firms that innovate disclose more corporate information to induce rivals to wait and imitate instead of simultaneously invest in innovation (Pacheco-De-Almeida & Zemsky, 2012). By considering than Latin American countries are characterized by a higher inside director's rate (Black, Gledson de Carvalho, & Gorga, 2010), we argue that innovation strategy influences the CGR leading to the following hypothesis:

**Hypothesis 4.**
Firms with an innovation strategy obtain higher CGR than firms with a no innovation strategy.

4. Study methodology

The object of this study is to analyse the CG ratings of those major listed companies in Argentina, Brazil, Chile and Mexico. For the sample of firms in these four countries, we selected the most representative of each country. According to Kitagawa and Ribeiro (2009) the purposes of analysis, we excluded those in the banking and insurance sectors, because these are more strictly regulated and are subject to greater scrutiny in terms of corporate information disclosure (Garay & González, 2008). The information needed to construct the index of CG and the set of explanatory variables used was obtained from the annual reports and websites of the selected companies, by means of content analysis. The content analysis could be used to identify the different CG categories as reported by sample firms to distinguish the different levels of compliance, depending on the nature of its business and global environment. Given the qualitative nature of CG disclosure, we perform a content analysis focusing on the volume and intensity of disclosure using the number of words and sentences with to different items of CG categories and sub-categories in order to integrate the CGR (Lajili & Zéghal, 2005).

For clustering purposes, the companies were ranked according to the Global Industry Classification Standards [GICS], which are widely accepted in the business and academic worlds (Bhojraj, Lee, & Oler, 2003). Outliers, or extreme values, for the financial variables were identified and analysed, and values above the 99th percentile were assigned the value of this percentile. Values below the first percentile for each variable were truncated in the same way (Braga-Alves & Shastri, 2011).

Initially, 155 companies were considered, but 20 belonging to the financial sector were excluded as were a further seven for which there was insufficient information for analysis. Thus, the final study sample was constituted of 128 companies. Regarding the number of observations included in this empirical study covering the time period from 2004 to 2010, data were obtained for 101 companies in 2004, 111 in 2005, 116 in 2006, 123 in 2007, and 125 in 2008, 2009 and 2010. A total of 826 observations were obtained for the whole period of analysis. Table 1 shows the composition of the study sample by country. The predominant sectors in these countries are related to materials, consumer staples and utilities.

**Corporate governance rating**

Several indices on CG have been developed for Anglo-Saxon and continental European countries (Gompers et al., 2003 and Klapper and Love, 2004). According with institutional theory, the legal and
institutional context of each country is a key factor in the selection of the elements of an index (Hossain & Hammami, 2009). This study proposes a CGR that evidently reflects the nature of emerging Latin American institutional framework, using a combination of information required by the rules and codes of good governance in the selected countries. For instance, codes of good and regulatory framework in Argentina, Brazil and Mexico and Chile. In this study, we glean support for the index from the OECD principles, the codes of good governance in each country, and previous studies in the region.

The overall CGR composed by 43 items, with a maximum value of 100, was obtained by summing four sub-indices: (1) composition and performance of the board, (2) shareholders rights, (3) ethics and conflicts of interest and (4) other information related with CG. In compiling the overall index, each sub-index is weighted as 53, 18, 16 and 13%, respectively (Lefort & González, 2008). Each sub-index was in turn comprised of a series of factors with the same weights (for more detail see Table 2). The composition and performance of the board sub-index captures board independence, mission, functions, structure and effectiveness. Autonomy is established through various factors of board independence, including the COB-CEO duality and the presence of support committees (nominating, remuneration, corporate governance, auditing). Furthermore this sub-index also contains measures of board remuneration, selection, removal or re-election procedures, and disclosure of profile or curriculum of directors including the document that establishes the norms of conduct for the board members. However, most of the items in this category (at least 14 out of 24) are allocated to measures that reflect board independence.

Shareholders rights comprise the second sub-index, the purpose of which is to identify the mechanisms that encourage the alignment between board of directors and managers interests with those of shareholders. For instance, description of shareholding voting process, pyramidal structures that reduce the concentration of control, information of the agenda, shareholders agreements and resolutions proposed for its adoption. The sub-index related to ethics and conflicts of interest attempts to measure conflicts of interests and related party transactions, company operations with its directors and managers, significant transactions between the company and significant shareholders and ownership composition. The final sub-index deals with other related information with CG. It attempts to measure a company's public commitment with good corporate practices. The use of international accounting principles, the services of a recognized auditing firm, sanctions against the management for breach of their CG practices, financial performance disclosure, and practices of good governance, score well in this category. The index allows each element to be equally important and does not distinguish subjective selection of the most influential characteristics (Berglöf & Pajuste, 2005). Nevertheless, we compute a weighted sum of the four dimensions in our calculations.

Model specification and measurement of the variables

The following multiple regression model was applied to test our hypotheses. The dependent variable is the proposed CGR. The independent and control variables were determined on the basis of previous studies and are detailed in Table 3.

Control variables

Leverage. Companies with higher debt levels are generally under closer scrutiny by creditors, and have greater incentives to disclose more information about their management performance (Samaha et al., 2012 and Xiao et al., 2004).

Age of the company. The age of the firm can influence the level of corporate transparency, as this represents the company's stage of development and growth (Owusu-Ansah, 1998). Under this premise, younger firms tend to disclose less information than more mature ones, for three reasons: (1) greater transparency can affect their competitive advantage; (2) the cost and ease of information processing and disclosure is greater; (3) the relative absence of such information. In our study, we expect to find a negative relationship between these two variables (Hossain & Hammami, 2009).

Size of the company. Most studies have found that company size positively affects the level of corporate information disclosure (Bassett, Koh, & Tuttici, 2007). Larger companies have certain characteristics that differentiate them from smaller ones, such as the greater diversity of products,
more complex distribution networks and greater need for funding from capital markets (Gallego Álvarez et al., 2009).

**Profitability.** Managers disclose more detailed information to ensure the continuity of their positions and remuneration and as a sign of institutional confidence. Inchausti (1997) argues that more profitable companies make greater use of information in order to obtain a competitive advantage, while firms with poor performance may be less transparent. Previous studies mainly reflect a positive relation (Apostolos & Konstantinos, 2009).

**Business sector.** The business sector is another variable that has often been used to account for the amount of information provided by companies (Eng & Mak, 2003). Companies operating in the same sector are believed to disclose similar information in the market, to avoid sending a bad signal to investors (Watts & Zimmerman, 1986). Companies operating in more politically visible sectors have greater incentives to voluntarily disclose information in order to minimize any political costs (Collet & Hrasky, 2005). The studies that have reported a significant relationship between the business sector and the disclosure of information include Gandía (2008), Bonsón and Escobar (2006) and Nagar, Nanda, and Wysocki (2003).

5. Results

**Descriptive analysis of the data**

Table 4 and Table 5 summarize the descriptive data for the dependent and independent variables for 2004 and 2010 study periods.

In the countries analysed, the CGR increased during the study period; the average value was 0.36 (median 0.33) in 2004 in Argentina, while in Brazil it was 0.48 (median 0.49). For firms in Chile, the average was 0.53 (median 0.50), and in Mexico, 0.66 (median 0.67). Mexico presented the highest index value, followed by Brazil and Argentina. In 2010 the index showed an increase in the four countries under analysis. For instance, Argentina averaged 0.64 (median 0.66), Brazil 0.72 (median 0.74), Chile 0.64 (median 0.61), and in Mexico, 0.78 (median 0.79). The results suggest a favourable evolution of the formal institutional environment in the region, since the codes of good governance and regulations have increased and revised several times. Differences between countries are mainly due to the codes of good governance of each country, which require of different levels and dimensions of corporate transparency.

Regarding the institutional formal factors, legal system recorded an average value of 0.59 for the WGI, with Chile obtaining the highest value, followed by Brazil, Mexico and Argentina. The explanatory variables related to CG dimensions include the size and composition of the board. The firms analysed had an average of 9.6 directors in 2004 and 10 in 2010. Although there was no significant variation in the average board size during the study period, we did find that the rules and codes of good governance within each country applied diverse criteria regarding this parameter (recommending 5–9 members in Brazil, a minimum of 7 in Chile, and between 3 and 15 in Mexico, with no recommendation being made in Argentina). Regarding board composition, for the region as a whole the average number of external directors was 0.33 in 2004 and 0.38 in 2010. In Argentina, the corresponding values were 0.20 (median 0.18) in 2004 and 0.31 (median 0.32) in 2010. In Brazil, these values were 0.25 (median 0.21) in 2004 and 0.34 (median 0.33) in 2010. According to Black et al. (2010), the independence of the board is a notoriously weak area in Brazil, with most company boards being composed of representatives of the controlling group. Chile presented an average value for independent directors of 0.38 (median 0.33) in 2004 and 0.38 (median 0.33) in 2010. Finally, Mexican firms had an average of 0.46 (median 0.47) in 2004 and 0.49 (median 0.50) in 2010, and so these companies had the highest proportion of independent directors in our study group, perhaps because the code of corporate governance in this country stipulates a minimum proportion of independent directors (25%), whereas the other countries specify neither their number nor their proportion.

COB-CEO duality was found in 28.7% of the firms analysed in 2004 and in 21.6% in 2010, occurring most frequently in Argentina and Mexico. In these emerging economies in Latin America, there is a growing presence of women on boards of directors. Nevertheless, the total numbers remain
far from significant; the highest level of female participation is found in Brazil, but the regional average was barely 4% in 2004 and 5% in 2010.

A clear ownership concentration is observed in the region, although this has been declining in the analysed period. Among the companies examined, the average proportion of shares held by the top ten shareholders was 57% (median 51%) in 2004 and 55% (median 54%) in 2010. With respect to family-controlled variable, we observe that 41.6% of the firms are controlled by families, compared with 58.4% of non-family firms. In 2010, the percentage of family firms increased to 47.2% while non-family companies decreased to 52.8%.

With regard to informal factors, we observed an institutionalization of corporate culture towards a stakeholder orientation. Thus, only 51.5% of these companies were basically stakeholder oriented in 2004, while in 2010 this figure had increased to 83.2%. This trend reflects growing interest among companies in considering a broader range of participants, and this in turn has a bearing on levels of corporate transparency. In respect of the corporate strategy followed by studied firms, predominates innovation strategy (77.2%) compared with no innovation strategy (22.8%) in 2004, while in 2010 the adoption of innovation strategy increased to 82.4% compared with no innovation strategy (17.6%).

Regarding the control variables, the average level of leverage in the region was 23% in 2004 and 29% in 2010, and higher among companies in Brazil, Chile and Mexico. The average age of these firms, from their founding, was 48.31 years in 2004 and 49.95 years in 2010. Firm size, measured by the natural logarithm of its assets, was highest in Brazil, followed by Mexico and Chile. The regional average was 7.83 in 2004 and 8.72 in 2010. Finally, the descriptive statistics for the variable measuring financial performance [ROA] showed that the best performance was obtained in Argentina, followed by Mexico, Brazil and Chile. The overall average for these countries was 0.11 in 2004 and 0.10 in 2010.

**Bivariate analysis (correlation matrix)**

The potential multicollinearity among the explanatory variables was analysed to obtain the variance inflation factor [VIF] and level of tolerance. Table 6 (Panel A) shows the Pearson coefficients for all the study variables. This correlation analysis shows that the CGR is positively and significantly correlated with board size, board independence, COB-CEO duality, stakeholder orientation, size of the firm and year of study (p < 0.01, two-tailed test); and leverage (p < 0.05, two-tailed test).

The CGR is negatively correlated with the WGI and ownership concentration (p < 0.01, two-tailed test); and corporate strategy and industry type (p < 0.05, two-tailed test). We also observe that the highest value of the correlation between independent variables and CGR is 0.400 (board size). According to Gujarati (2003) correlations between the independent variables are not considered harmful to the multivariate analysis at least exceeding 0.80.

Panel B shows the coefficients for VIF and tolerance, which must be within the limits proposed by Xiao et al. (2004), i.e. less than 2 for VIF and above 0.60 for the tolerance level. In this line, Neter, Wasserman, and Kutner (1989) proposed that the VIF coefficient should not exceed 10, since that would indicate the presence of damaging multicollinearity. On the other hand, if the average VIF were substantially less than 1 this would indicate that the regression analysis might be biased (Bowerman & O’Connell, 1990). Our study obtained an average VIF of 1.228, which is in line with the values obtained by Hossain and Hammami (2009) and Shan and McIver (2011), who confirmed that their model had no multicollinearity, with VIF values of 1.47 and 1.42 respectively. The VIF was within the recommended limits, while the correlation matrix revealed no major correlation problems among the variables.

**Analysis of results**

Table 7 shows the multivariate analysis results for the proposed hypotheses. First, multiple regression analysis [OLS] with robust estimator (VCE) was performed, including the industry and the year of study as dummy variables, to incorporate their possible effects. Subsequently, we use the GMM system to account for endogeneity of all time-varying explanatory variables (Bloom and van Reenen, 2007 and Pindado et al., 2014). We have adopted GMM to control for endogeneity and reduce the risk of obtaining biased results due to correlation between error term and explanatory
variables. GMM relies on set of “internal” instruments (lags of explanatory variables), eliminating the need of external instrumental variables (Wintoki, Linck, & Netter, 2012). The multiple regression model (Model 1) was found statistically significant (p > 0.000). The adjusted coefficient of determination (R2) indicates that 49.35% of the variation in the dependent variable is explained by the independent variables. The coefficients show that statistically significant formal institutional variables in the model are legal system (+), size of the board (+), independence of the board (+), and participation of women on the board (−). The significant informal institutional variables in the model are stakeholder orientation (+) and the innovation strategy. Finally, COB-CEO duality and ownership concentration are not significant in this model. Regarding the control variables, leverage (+), age of the company (−) and its size (+) are significant, while profitability does not present any association.

Continuing our analysis, the panel data highlighted problems of heteroscedasticity, endogeneity and correlation. To address these issues, we estimate the model using GMM method, because it is an instrumental variable estimator that embeds all other instrumental variables as special cases (Pindado et al., 2014). Model 2 shows that the positive, statistically significant relations were independence of the board (p = 0.05), ownership concentration (p = 0.05), stakeholder orientation (p = 0.01) and age of the company (p = 0.10). We could identify a negative relation between CGR and board size (p = 0.05). No significant relationships were found between CGR and legal system, COB-CEO duality, gender, family controlled firm, strategy, leverage, company size and profitability.

The results obtained also suggest that CGR in the energy sector is higher than in other sectors. From 2005, significant differences began to appear in the levels of transparency in the countries analysed. These findings are supported by Archambault and Archambault (2003), who concluded that the decision to adopt and publish corporate information is influenced by informal factors such as culture, regulatory system and the corporate system. Berglöf and Pajuste (2005), on the other hand, suggested that companies’ corporate practices depend on the legal environment and practices prevailing in each country, company size and the concentration of ownership. Barako et al. (2006) carried out a longitudinal study using panel data methodology, and found a significant association between the level of corporate transparency and the CG attributes of the company, such as ownership structure and other characteristics. In the same vein, Samaha et al. (2012), studying firms in Egypt, argued that the proportion of independent directors and firm size are two factors that positively affect the level of CG compliance.

In this study, we observed a significant inverse association between the level of CG transparency and independence on the board, and so hypothesis H2a, which predicted a positive relationship between these variables, is rejected. These results are in line with those found by Mak and Kusnadi (2005), who argue that larger boards inhibit the motivation and participation of their members in the strategic taking decisions process, and therefore its impact negatively on the CG compliance.

The results for the CG dimensions show there is a positive and statistically significant (5% level) between independence of their members with CGR; therefore, hypotheses H2b is accepted. These results are aligned with those reported by Samaha et al. (2012) who showed that CGR for listed companies in Egypt increases in proportion with the number of independent directors and company size. In this context, our study shows that diversity in the boards provide the experience and knowledge necessary for adequate performance of their functions, and tend to increase the level of CGR (Ezat and El-Masry, 2008, Gandía, 2008, Kent and Stewart, 2008 and Willekens et al., 2005). The presence of independent members on the board represents a means of control that improves its effectiveness, focusing its attention on the actions of the management team and on ensuring the shareholders’ goals are achieved, all of which is reflected in a higher level of CGR (Fama & Jensen, 1983). These consequences have also been reported for the level of CG transparency in other emerging countries (Ezat and El-Masry, 2008 and Samaha and Dahawy, 2011).

With respect to ownership concentration, the results show a significant and positive influence on CGR, opposite our established premise. In this sense we have rejected the H2e which suggested a negative relation. According to Haniffa and Cooke (2002), the ownership concentration could reduce the freedom of the management team and lead to a more efficient behaviour such as CG compliance.
Hypothesis 3 regarding to stakeholder orientation has been accepted. Thus, firms with a stakeholder-oriented approach will tend to adopt more CG practices as part of their strategic management and as a process of continuous and interactive communication between the company and its stakeholders (Fasterling, 2012). The significant control variables in the model is the age of the company, with a positive impact on the CGR, a finding that is in line with the results of Hossain and Hammami (2009) and Owusu-Ansah (1998), who argued that younger firms publish less information to maintain their competitive advantage, and also because they have a shorter history to communicate.

Regarding the variables that were not statistically significant, we observed that the legal system is not a determinant factor in CGR in Latin American region. Jaggi and Low (2000) considered the legal system to be the most significant institution affecting business activity, while Bushman, Piotroski, and Smith (2004) observed a positive relationship between the level of CG compliance and the strength of the legal system. However, in Latin American case this variable is not significant.

The hypotheses rejected concerned the COB-CEO duality (H2c), gender of the board (H2d), the family controlled firm (H2f), strategy (H4), and the control variables of leverage, size and profitability, none of which accounted for the CGR. Previous studies have suggested that in the case of emerging or developing countries the results of this type of analysis could differ from those found in developed economies (Archambault & Archambault, 2003). On the other hand, COB-CEO duality and family controlled firms do not seem to affect the level of CG compliance, which is in line with the results obtained by Ho and Wong (2001), Eng and Mak (2003) and Haniffa and Cooke (2002).

6. Conclusions

This study contributes to the literature pertaining to how formal and informal factors promote a higher CG compliance on listed companies of Latin American emerging markets. Most of prior research has focused on developed countries and they have associated institutional factors such as culture, legal system and financial factors with corporate and transparency practices, while agency theory suggest that internal and external dimensions of CG (board of directors, ownership concentration, legal system) could minimize the conflict of interest between majority and minority shareholders in countries where legal system and shareholders’ protection is poor (Creed et al., 2010, Peng et al., 2009 and Tariq and Abbas, 2013).

This study obtained a comparative study of four emerging economies in Latin America (Argentina, Brazil, Chile and Mexico), and the results indicate a rising trend in CG compliance during the period 2004–2010. Our analysis shows that the variables that affect CGR in this region are the independence of the board, the ownership concentration, stakeholder orientation, and the age of the company. These results are consistent with the findings of Kent and Stewart (2008) and Samaha and Dahawy (2011) who affirm that independent directors promote a higher supervision and control in order to keep their reputation on the market. By contrast, larger boards influence negatively in the level on CG because a greater diversity of opinions may hinder a consensus to adopt corporate practices. Contrary to the proposed hypothesis, our results demonstrated that ownership concentration affect positively the CGR, since the region is characterized by a weak legal system and a poorer protection of shareholders, so ownership concentration becomes a control mechanism to substitute this absence and promotes the adoption of good governance practices (Gandía, 2008 and Vander Bauwhede and Willekens, 2008). In the case of informal factors, stakeholder orientation motivates the credibility and transparency on corporate practices in weak legal environments (Basu & Palazzo, 2008). In the case of female presence in the board, family element and legal system were no significant in the analysis, since the institutional framework in Latin America differ from other countries previously studied, both normative and cultural aspects.

Our research also considered the endogeneity problem in the empirical analysis of CGR. The endogeneity problem in this issue is important, for it is highly likely that observable and unobservable institutional factors may affect CG compliance, and some of firm-specific characteristics could influence the rating on CG.
This study has the following limitations. First, the study variables, compiled from the companies’ annual reports, inevitably reflected the subjective judgement of the researchers, which could lead to errors of interpretation and of information compilation. Second, the proposed CGR was un-weighted. On the one hand, this presents the disadvantage that all the index items are awarded the same importance; however, to the best of our knowledge there is no established methodology to assign a single weighting criterion for such an analysis, and the use of an un-weighted index does reduce the problem of subjectivity. Third, we focused on obtaining information on CG and the study variables from three main sources: the companies’ annual reports, the CG reports and the companies’ websites; thus we did not consider press reports or other communiqués that may be issued by listed companies. Fourth, there is some subjectivity in the selection of the explanatory variables. Given the extensive literature in this field of research and the large number of variables that have been identified, we chose to include those appearing most frequently in previous studies. This limitation is mitigated by the use of panel data methodology and GMM system, which takes into account the problem of omitted variables. Fifth, our study considers only the listed companies with the highest rankings in four Latin American stock markets, and omits companies in other indices and non-listed companies. Nevertheless, we achieved a sufficient number of observations for panel data analysis to be applied.

Despite the above limitations, the results obtained constitute a benchmark for managers responsible for determining CG policies and legislation in the countries under study. These results reflect the current status of the region concerning CG and could help identify the dimensions and elements of CGR that favour regional convergence. Moreover, this paper opens up interesting areas for future research, highlighting the impact of certain ethical values and risk taking behaviour. It would be useful to extend this study to consider the influence of other cultural variables such as the nationality, age, education and experience of company directors or managers on the level of CG compliance, and to analyse other formal institutional factors such as directors’ remuneration, the composition of support committees and the frequency of board and support committee meetings. Another area of interest would be to analyse the impact of the rating and its sub-indices on measures of corporate performance or risk, or perhaps the impact of formal and informal institutional factors on these same measures. Furthermore, the study sample could be expanded to include companies listed on the continuous market. An important extension of our work would be to include other countries, both emerging and Anglo-Saxon and Continental countries, and thus incorporate a greater number of country-level variables. Another interesting line would be to carry out a longitudinal study by business sector, to determine the impact of formal and informal institutional factors on a specific area of activity, and at the same time, a larger number of countries might be included.
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Abstract. This article attempts to shed historical light on some of the social, political, and ethical issues that have arisen from two disparate perspectives on technology which have both come to integrate an explicit consideration of social factors into systems design. It presents two distinct historical traditions which have contributed to the current field of participatory design methodologies—Joint Application Design (JAD®), and the British “socio-technical systems” and Scandinavian “collective resources” approaches—and which in practice integrated the end-users in different ways consequent upon their differing perspectives on workers, professional relationships to technology, and stated goals. One interest in examining the independent development of methodologies from these two perspectives is that, despite their differences, the approaches ultimately converged on a set of shared concerns and very similar practices.

The paper also examines the relation of these traditions to transformations in the theorization of business organization and trends of corporate restructuring which helped to secure a place for variants of related methodologies in major US and multinational corporations. It concludes with an examination of some broader issues in the relationship between technology and society and the prospects for the critical study of technology. I argue that participatory design and its related methodologies are best understood as a model for involving users, designers and the technology itself in a process of technological development. Rather than seeing participatory design as merely the insertion of public dialog within technological design practices, as several observers have done, we should see it as a model for the critical practice of developing technological designs.
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1. Introduction

While technological “progress” is not without many vocal and compelling critics, the fact that technology permeates our society is undeniable. The insight into the deep connection between the form of technology and the form of human life, so eloquently expressed by Heidegger in the quote above, has led to some very interesting work in the design of socio-technical systems. This article attempts to come to terms with some of the social, political, and ethical issues that arise from this work in a single, though broad, domain of socio-technological development—information systems design. I have chosen this particular domain because of an interesting convergence which has occurred in the practices which involve users in systems design.

There are almost as many different ways to design information systems as there are information systems, but there are also identifiable commonalities among groups in the various approaches to design. A good history and examination of the philosophical assumptions of different approaches to the design process is presented by Hirschheim, Klein and Lytinen (1995). Their historical account focuses on the design process itself, while this article will be concerned with the development towards user participation in design. What is interesting in the latter historical development is how systems designers and worker participation initiatives bumped into one another and ultimately came to align themselves into a more or less symbiotic relationship. As Hirschheim and colleagues make abundantly clear, the various approaches to systems design have very different sorts of metaphysical, epistemological and normative assumptions behind them and objectives ahead of them. Yet despite...
their ideological differences, their practices and responses to problems bear many similarities worth reflecting on.

This article will be more concerned with the journey toward this convergence than with the final destination. I will simply use the idea of a convergence of approaches to guide the narrative of the history leading up to a body of participatory design methodologies that all seem to share a value in explicitly “representing” users in the design of information systems. The various methodologies these approaches have arrived at fall under the broad description of “participatory design” and share this description by virtue of the fact that they each seek to integrate the end-users of an information system into the process by which that system is designed. A comparison of methodologies will also invite contrasts: in who the “user” is, in what part of “design” the user becomes involved in, in what goal “participation” is hoped to achieve, and in what the crucial aspects of that participation are. The real claim of this article is that over time, the concepts which originally divided design ideologies have started blending together, that this blending has occurred at the interface between human values and technological development, and that engaging this interface as a social and engineering problem has resulted in several common sorts of difficulties regardless of ideological perspective.

We will begin the history of this convergence by looking at the approach taken from the perspective of technological rationalization, and which arrives at user participation as necessary for efficient design. We then turn to the socialist and humanist approaches, which arrive at user participation in design as necessary for collective security and individual autonomy. Next we briefly examine the rhetoric of corporate restructuring and how it builds on the concepts of worker empowerment, and utilizes the methods of user participation, to legitimate new political regimes within organizations. Then we consider one of the various brave new hybrids of participatory design which tested the boundaries of political acceptability for changes in engineering reorganization. And finally we compare the representational practices of participatory design to cultural anthropology and draw some conclusions about the lessons to be learned from participatory design in considering a critical theory of technology.

The historical presentation traces two major traditions which have only recently converged into the rather heterogeneous field of practices that constitute participatory design. The first tradition I will examine is the development of the user-involving design methods which originated in large US corporations producing office technologies, and take IBM as my principle example. IBM's design practices represent a continuous tradition and practical methodology which began systematically involving users in a methodology first developed by systems designers in 1977. Called Joint Application Design (JAD®), it was derived as an extension of an existing IBM design methodology, Business Systems Planning (Carmel, Whitaker & George, 1993, p. 41). I begin the historical narrative with IBM because it represents a fairly linear extension of older rationalist and functionalist design methodologies. While not often recognized as a major contributor to participatory design, Joint Application Design not only addresses the integration of users into systems design, it also provides insight into the corporate culture which would later adopt variants of the participatory design methods originating in Europe.

The other, and better recognized, tradition which contributed to the current field of participatory design had its roots in the post-war work of social scientists at the Tavistock Institute of Human Relations in London, but really began its historical development in 1960 with a series of four labor organization experiments called the Norwegian Industrial Democracy Project. That project led to two different research programs: one in Britain, the “socio-technical systems” approach; and one in Scandinavia, the “collective resources” approach. These strains subsequently grew back together in the early 1980s but only recently found a broad influence in North America. The literature commonly refers to this tradition as the “Scandinavian approach,” or simply Participatory Design, although it consists of many diverse techniques and methods developed by British as well as Scandinavian researchers.

One interest in examining the independent development of methodologies from these two perspectives is that, despite their differences, the approaches ultimately converged on a set of shared concerns and very similar practices. From a closer practical perspective, each design tradition
recognized a set of problems surrounding the position of the “user” in systems design. Yet the articulation and resolution of these problems took very different turns and expressed different values. From a broader cultural and political vantage, the two traditions have very different origins and maintain very different values, and it is thus surprising that they should find as much common ground as they do. There are, of course, critical issues which arise as the two traditions grow closer together, and the details of their historical development become crucial to any critical understanding of it.

After recounting the history of European Participatory Design, I will return to the transformations which occurred in American business and which further altered system design methodologies in the late-1980s. These transformations included the widespread adoption of participatory design principles and practices by North American corporations. This occurred first through the singular, though high-profile, work at Xerox Corporation, which was strongly influenced by the European researchers in the early 1980s, but continued to spread, and much more quickly, in the late-1980s. This pattern of growth coincided with the more general movement of corporate restructuring. From among many similarly relevant projects during this later period, I examine a single project to illustrate the impact of the changing conceptions of corporate organization on design methodology.

The methodology, called Engineering Codevelopment (EC), evolved through an experimental project sponsored by the Commission on Preservation and Access (a private, non-profit organization) begun in 1989. Called the “Class project,” it was a joint venture between Xerox and the Cornell University libraries to develop proprietary digital-image technologies for the preservation of, and on-line access to, delicate rare books in the libraries’ collections. Unlike the two principal traditions we will investigate, Joint Application Design and Participatory Design, it is not really a tradition so much as an exemplar of an interesting design perspective which lies somewhere in the field of convergence between these traditions. Xerox’s design methodologies have been numerous and varied, arising out of more academically and experimentally oriented research than was typical of most American companies, focusing in the early 1980s on cognitive ergonomics and human–computer interaction at its Palo Alto Research Center (PARC), and by the late-1980s on systems design organization with its newly created Work Practice and Codevelopment Group. I examine only one of these methodologies in detail because it represents an interesting point of intersection between the Joint Application Design and European Participatory Design traditions—researchers there were influenced by both approaches. It thus serves as a useful illustration in understanding how participatory design reshapes design practices and, because it represents many of the features sought by management theorists in their discourse on Business Process Reengineering, it also provides an illustration of one way in which participatory design methods were able to align with this field of discourse. I choose to examine Xerox’s Class project, despite Xerox’s consideration of this project as a failure, because it provides insights into the complex social factors involved in technological design, and the ways in which these factors influence design practice.

The two main methodological approaches of Joint Application Design and European Participatory Design began with very different perspectives on technology and the role of technology in the workplace. This led to very different ways of conceiving of the “problem” of integrating technologies into the workplace. Moreover, each perspective and set of problems developed in very different contexts; these arose in different kinds of organizations—public, trade-union, commercial—and in situations which placed designers and users in very different relationships. There are two interesting phenomena which resulted from this and which I wish to emphasize. The first is that at some point, each of these traditions decided that systematically involving users in the design of technological systems was central to achieving their objectives. The second is that despite seeing the users' participation in the design process as an essential local objective, how each tradition conceived of the users' role in that process was shaped by their global objectives. This configuration turns out to bear a striking resemblance to that confronted by colonial anthropology, and its researchers came to address many of the same critical issues as those reflecting on participatory design. Finally, we will consider the role which technology should be recognized as playing in political discourse. With these issues in mind, I turn now to the background of these different approaches to user participation in systems development.
2. Technological rationalization: early 1970s to mid-1980s

2.1. Background

Before describing in detail the methods of participatory design, it may be helpful to review the basic methods of system design which these approaches sought to reform or replace. Arguably, information systems began with the first written records, probably Babylonian cuneiform impressions on clay tablets. But the profession of information systems design did not emerge until the 1950s, when computers first began to be applied to organizational information problems. Hirschheim et al. (1995) describe this early period as the “pre-methodological” era which was characterized by the “seat-of-the-pants approaches” to systems design (p. 29). There were no precedents to reflect on, and new methodologies grew in response to new challenges. Concerned primarily with programming and the management of physical data storage (e.g. which stack of punch-cards goes with this program), systems design was largely driven by technological considerations. From the beginning, large information systems projects were subjected to management techniques in a manner similar to other engineering organizations. Eventually, programmers, systems designers and management information systems analysts emerged as professional groups with recognized roles in systems development.

By the mid-1960s, some standardized methodologies had developed from these early approaches. They are best characterized as the “life-cycle” methodologies. The basic idea of these methodologies is that systems development ought to consist of a series of stages, which begins with defining a system's requirements, progresses to defining the data structures and algorithms necessary to realize the requirements, and then manages the actual programming and testing of the system. If the system's future users needed to be consulted during this process, this was done unsystematically through informal interviews, a process called “requirements gathering,” which was done only in the initial, pre-planning stage of design, or in an evaluation of the finished system after it had been implemented.

2.2. The user as functional input: joint application design

The development of Joint Application Design (JAD) is itself indicative of the difficulties encountered by rationalistic system design methods. The conventional wisdom of systems design was embodied in Business Systems Planning, IBM's development methodology during the 1970s. A classic problem for any form of centralized planning in a hierarchical organization, where those doing the planning are removed from the activities of those the plans are being made for, is poor communication. In IBM's case, systems designers were finding it difficult to formulate system requirements from their labs while users were being frustrated by systems that failed to suit the needs of their office. Informed by insights from group dynamics and social psychology, Joint Application Design was developed in 1977 by IBM employees Chuck Morris and Tony Crawford as an extension of the existing design methodology. The intended objective of the methodology was to reduce the time required for the System Development Life Cycle (SDLC) while simultaneously increasing quality and reducing overall costs. The impetus for this methodology was thus only minimally theoretical and overwhelmingly technical.

To achieve these goals, the methodology sought to integrate structured meetings with users into the SDLC; it is these meetings which stand as the essential defining characteristic of Joint Application Design. The meetings are arranged so as to occur several times during the earlier stages of the SDLC, where meetings in the earliest stages focus on high-level user concerns and objectives while meetings in the later phases of design demand increasingly detailed information from users, with the ultimate goal of creating a single Design Document. The Joint Application Design Document is intended to provide the system's requirements and consists of a list of user requirements approved by everyone attending the meetings, thus constituting both an object of group consensus and a technical resource for design.

A universal feature of Joint Application Design meetings is that they are highly structured by a concern for maintaining social control in situations which might otherwise call into question the relationships between experts, managers, and workers, or digress into an unproductive chaos: The Joint Application Design methodology emphasizes structure and agenda. This is evident in the JAD literature that reads somewhat like cookbooks. Everything is explained in great detail: “to do”
lists are included, as are masters of useful forms. There are four necessary building blocks for a well-run JAD meeting:

1. Facilitation. A designated leader (or leaders) manages the meeting. Some JAD practitioners consider the meeting leader to be key to process success, even more so than the act of gathering the users in one place, the essence of JAD.

2. Agenda setting/structure. The meeting must have a plan of action.

3. Documentation. One or more designated scribes carefully document everything in the meeting. Various lists are rigorously maintained.

4. Group dynamics. Group dynamics techniques are used for inspiring creativity (e.g. brainstorming), resolving disagreements (e.g. airing facts, documenting them as “issues,” taking notes), and handling speaking protocols (e.g. enforcing “only one conversation at a time”).

(Carmel et al., 1993, p. 41)

In addition to the facilitator and scribe, the key individuals involved in these meetings are users and designers. It is important to note that the “users” in these meetings are supposed to consist of managers and veteran workers with detailed knowledge of the work process. The implication is that “user satisfaction” consists in not only satisfying the requirements of the work process but in satisfying those in charge of overseeing and managing those processes. As Carmel et al. (1993) report:

we have observed numerous North American JAD meetings in which operational employees are overlooked as participants. This results in a meeting room filled with middle managers and supervisors unable to specify details of day-to-day operations (e.g. what 17 fields are needed to fill out form A345). This organizational failure stems in part from an unjustified lack of confidence that “front-line” workers can meaningfully contribute to the design process. (p. 46)

This raises many issues regarding the implications of information technology in organizational control and workplace politics which will be addressed more carefully in the final section.

Besides limiting the voice of the worker as a “user” through the explicitly management-dominated organization of meetings, Joint Application Design also serves to protect and promote the authority of technical experts. Indeed, the ostensive objectives of the designers are embodied in the meetings' structured nature by its simultaneously satisfying two functions: (1) the extraction of knowledge, beliefs, impressions, and desires from users in a controlled fashion through designer-established agendas, and (2) the rationalization or “selling” of the system to users by design engineers. Function 2 is achieved in part through the use of elaborate visual aids which seek to enable design experts to, among other things, describe their system to users and justify technical constraints and in part because everyone in attendance at the Joint Application Design sessions is considered to have “signed off” on the Design Document those sessions produced. The literature seeking to improve on the Joint Application Design methodology generally focuses on slight alterations in the presentation aids, forms, or the overall organization of the meetings themselves. The dual function of the Joint Application Design meeting allows the technical experts to represent users' needs as objective data in the technical design phase by using the information contained in the Joint Application Design document. Thus the technical design process may largely retain its rationalistic procedures while the users' influence on design is conveniently reduced to a well-structured functional input to the design process, a process which always remains in the control of the expert designers. It is precisely this highly structured nature of the process which is touted by how-to books on Joint Application Design (Wood & Silver, 1989; August, 1991; Crawford, 1994). So while Joint Application Design does seek to integrate users into the design process, it is unwilling to call into question or transform the fundamental technical rationality, practices, and political organization of that process.

3. Technologies of socialism and humanism: mid-1960s to mid-1980s

3.1. Background

European Participatory Design has its roots in a very different socio-political sensibility. The Norwegian Industrial Democracy Program consisted of four experiments carried out by researchers from the Tavistock and the Norwegian Work Research Institute between 1964 and 1967 (Emery &
Thorsrud, 1976). These studies investigated how social groups formed around production technologies and sought to reform job distribution and wage systems for workers. After these four experiments, two research programs developed along different trajectories: Scandinavian researchers focused on union empowerment through “collective resources” and British researchers focused on autonomy in work group organization through “socio-technical systems design.” Each felt that they had chosen the most promising set of objectives for what they saw as being feasible for the democratic reform of workplace technology and hence each saw the objectives of the other as tangential to the central issue. The British saw the union-centered approach as only being viable in the political environment of Scandinavia and as failing to theorize the organization of labor on a fundamental level, while the Scandinavians saw group dynamics as being ineffectual because it failed to consider the predominating power struggles of class and capital. Both approaches, however, were motivated by a shared concern for workplace democracy and the humanization of work and both contributed to the broader Quality of Working Life movement then beginning to take shape.

3.2. Empowering the working class: collective resources

The Scandinavian collective resource approach originated when the Norwegian Computer Centre (NCC) began working with the Norwegian Iron and Metal Workers Union in 1970 to educate union officials on how technology affects working conditions and might be made to serve union interests. The expressed goal was to assist unions in devising technological control activities and policies. The basic methodology was to set up union mechanisms to gather and analyze information about specific technologies and their effects on workers. The belief was that by doing this the unions could offset the employers' natural advantage in technological knowledge and make it possible for the unions to put technological issues on the bargaining table. Research revolved around an elaborate “negotiation model” which sought to depict the bureaucratic process of introducing new technologies on the shop-floor in a way which would allow trade unions to intervene in response to management's technological proposals (Ehn & Kyng, 1987, p. 42). The “collective” here indicates that the intention was the empowerment not of individuals in their workplace but of the trade union collective in bargaining situations, while “resources” indicates the value placed in information resource gathering on the part of trade unions. The initial projects did not seek to integrate the workers directly into technological design processes, nor did they recognize design processes as a particularly significant locus of interest. In fact, worker participation (in the process of information gathering) was seen as problematic in that (1) the workers involved might become experts and join management thereby threatening union solidarity, (2) such a process could give management undue access to “shop floor information,” (3) it could prevent effective trade union participation, or (4) that it could even become a managerial strategy for worker manipulation (Ehn & Kyng, 1987, p. 40). Here the concern was not in the democratization of the technological design process, but of the bureaucratic decision process through which a company would seek to introduce a new technology on to the shop floor.

By the nature of the Norwegian Work Environment Act of 1977, which provided participatory rights to all (not just unionized) workers, issues of workplace democracy were seen as requiring locally specific actions and solutions resulting in several highly specific local projects. And even though the law provided for individuals’ rights in workplace co-determination, due to the political relationship which existed between managers, workers and unions, only union-initiated activity was seen as having a viable impact on workplace organization. This was largely a consequence of the theoretical framework which motivated the researchers, who saw themselves as trying to find viable alternatives to the Tayloristic rationalization of work. Inspired by Marxist critiques of technological rationalization from authors such as Braverman, Noble and Winner (see Braverman, 1974, Noble, 1977, Noble, 1979 and Winner, 1977), they believed that unions were the only viable point of resistance to the otherwise inevitable capitalist processes of deskilling and increasingly centralized control through the division of labor, even though they expressed some doubts:

However, there were also practical and empirical anomalies that could not be explained by these theses. Work was not deskilled in all cases. More collective forms of work organization than the Tayloristic were sometimes proposed by management. It happened that workers gained from the introduction of new technology, etc. But this does not mean that the Marxist approach to
understanding changes of the labor process in a capitalist economy has to be rejected. (Ehn & Kyng, 1987, p. 36)

Yet it was precisely this insistence on the Marxist critique which would motivate their rejection of other theoretical approaches until the continuance of their own work necessitated a recognition of the significance of the technological design process. It was the explicit theorization of design processes that the Scandinavian researchers were to later discover in “socio-technical system design” and which would mend the schism between Scandinavian and British researchers after a decade of independent work.

Early collective resource studies targeted the impact of new heavy manufacturing technologies, which in themselves were not particularly flexible, and other areas where the unions had found it difficult to translate workers' interests into negotiable demands. Researchers and union officials sought to analyze workers' feelings about existing technologies (through surveys, union meetings and other methods adapted from psychoanalysis), to require employers to disclose information about technological reorganization proposals (such as the technical specifications and organizational policies involved in introducing numerically controlled machines and computer-based planning systems into the production line), and to produce textbooks and form classes for the education of union officials and workers (Ehn & Kyng, 1987, p. 28). These methods met with limited success in achieving those goals which could be easily formulated as collective demands, such as requiring the retraining of workers displaced by a new technology, but it was difficult to make any gains on qualitative humanistic concerns through bargaining. The approach failed to spread as a general union movement because most local unions could not spare the necessary time and financial resources required to make it work.8

A shift in industrial focus and the conception of design came about with the “second generation” of the Scandinavian approach marked by the Swedish–Danish UTOPIA project in 1981, the first recognizable participatory design development project. Conceived in response to the discouraging results of the earlier trade union projects which had found that existing technologies limited the possibilities of workers to influence workplace organization, UTOPIA targeted technological development as a prospective site for user involvement and influence. According to the Marxist critiques, the technological dehumanization of work through deskilling, intensified division of labor, imposition of rigid and routinized practices, and the shifting of control toward the top of organizations was an inevitable result of the introduction of new technologies which necessarily served the interests of management and owners. Since the existing technologies were presumably all being developed to satisfy the interests of their purchasers, the business owners, and hence to increase productivity, control, and efficiency, the only effective means of empowering workers in competitive industrial markets would be the creation of alternative technologies designed around workers' interests. Thus, the researchers sought to realize the ideals of the Scandinavian Technology Agreements established in the late-1970s, which had empowered workers with control over workplace technology in writing but not in practice, by designing a technological system with their skills and interests in mind (Greenbaum & Kyng, 1991, p. 11).

In cooperation with the Nordic Graphic Workers Union, the UTOPIA (both an acronym and an ideal) project studied a group of newspaper typographers working without computer support in order to develop a state-of-the-art graphics software product for skilled graphics workers. The objective was to create a commercial product which the unions could then demand as an alternative to other deskilling technologies. The commercial product was ultimately unsuccessful due to a small market and the shortcomings of the company which owned and marketed it. The completion of this project in 1985 coincided with a renewed acceptance of the socio-technical systems design research being conducted in Britain.

3.3. Autonomy of the work group: socio-technical systems

The British researchers were interested in the phenomena of group dynamics that had been observed in the early Tavistock inquiries into “leaderless groups,” originally motivated by founding member Eric Trist's personal fascination with the efficiency of German panzer tank divisions (Mumford, 1987, p. 61) and Britain's War Office Selection Boards' interest in choosing and training
military officers in order to utilize the phenomena of emergent group dynamics (Trist, 1993, p. 42; see also Bion, 1946). The actual experiments involved observing coal miners and how they organized their labor practices around technological systems. Miners working in large shafts were organized around assembly-line type machinery and showed little variation in their repetitive tasks, while miners working in small shafts or exposed faces, where the machinery could not be installed, developed novel dynamic and efficient work practices. Amenable to psychological and biological theory, the researchers developed their “organic” theoretical approach from systems theory, and focused particularly on the notion of “open systems,” which itself drew heavily on a bio-organic metaphor (Mumford, 1987, p. 65). Thus work organization was theorized as an organic relationship between workers and technology—the socio-technical system—which ought to be analyzed according to criterion of “health” instead of the raw productive output measures of purely mechanistic analyses. From their studies of miners working under Tayloristic methods, they concluded that inefficiency resulted from optimizing the technical components of the system at the expense of the human components. The optimization of the socio-technical system as a whole would thus require a joint optimization of both aspects with an eye towards the social and psychological impact of technology on workers (Mumford, 1987, p. 63). Research focused on the concept of the “autonomous work group” in which workers were allowed to spontaneously develop their own work routines, make decisions, and change tasks with little or no supervision. It was this theoretical conception of the labor process that would motivate much of the later development of participatory design.

During the time that the Scandinavian researchers were concerned with empowering unions, the British researchers had been developing “socio-technical design principles” and management philosophies. It was just these projects which were at the time being criticized by Marxist theorists in Scandinavia for promoting values that were fundamentally capitalist—increasing productivity and decreasing worker resistance. While these criticisms carry some force with respect to how the principles were often applied within the workplace, they still depended on a mechanistic conception of labor process organization which pits capitalist demands against humanist concerns and leaves no real space for compromise.

It was against this same background of concerns that a broad international social movement, called the Quality of Working Life movement, began demanding more humane work environments and transforming the conception of workers' relation to their work away from a purely economic conception to one which included an emotional investment in, and personal attachment to, work. This was in part achieved through a reconception of the identity of the worker as an enterprising agent seeking personal fulfillment through job satisfaction. Miller and Rose (1995) have argued that by conceiving of the labor process as an organic process in which the most productive system was the healthiest and happiest system, socio-technical systems research made a significant contribution to this movement by offering a space for the negotiation of humanistic and economic concerns. They go on to argue that it is not as important to note the success or failure of the movement as to recognize the alignment of ethical, political, economic and technological elements through which it was possible for the Quality of Working Life movement to establish a particular identity for the worker and to restore the legitimacy of the corporation in industrial democracies.

The alignment of heterogeneous conceptions of work in the Quality of Working Life movement also opened a novel space for theorizing technology in which it could now be seen as serving multiple interests and values. So while it had been observed by Marxist critics like Noble and Braverman that technology could exploit and subjugate workers, it was now seen as also being able to promote workers' interests by making work more interesting, reintroducing skill, and by making practically feasible the “autonomous work group.” The key to this lay in granting the worker direct control over the nature of the technology encountered in their day-to-day job. This also allowed the Scandinavian researchers to explain why the trade union approaches had failed—because the available technologies were not being designed in step with the new conception of workplace autonomy, union-supported technology had been just as mechanistic as management-supported technology. By 1985 the British and Scandinavian traditions had rejoined under a common banner of democratizing technological
systems design. The consequence was to be an increased emphasis on the involvement of the worker in technological design, which had already begun in the UTOPIA project. This was to be the essential feature of the tradition from that point on.

3.4. Participatory Design

Participatory Design researchers encountered two main barriers to the successful participation of users/workers in the design process. The first of these was a lack of appreciation by workers for their own knowledge of what they do—as one researcher reported:

It is a widespread opinion among workers that they themselves know nothing about technology, and that the necessary information must be obtained from management. This paralyzes the workers as far as actions are concerned. . . . [It] is at least as important to collect and prepare the knowledge of the workers, a knowledge they have obtained through their jobs. (Kensing quoted in Clement & Van den Besselaar, 1993, p. 29)

There was also a reluctance among technical experts to give project control to users, as this threatened their technical authority and traditional work practices. As a worker in one project remarked to the researchers: “But you don't always listen to us—you do what you think is right for us and the project. And, you are the expert; so who are we to dispute your decisions?” (Nurminen & Weir, 1991, p. 297). These two barriers together constituted the socio-political resistance to the democratization of the design process. Both users/workers and design experts found it difficult to leave their traditional socio-political roles in order to participate as intelligent and capable equals. The common response to this problem was to send the experts “into the field.” Rather than trying to rely exclusively upon special interviews or meetings to learn about users' work practices (as the union projects had done), researchers utilized “action research” methods whereby they spent a great deal of time observing and interacting with workers in their workplace. The reported consequences of this were an enhanced appreciation on the part of both workers and experts for workers' knowledge, and an increased understanding by workers of technology and its influence on their work practices.

Because the second-generation European Participatory Design projects sought to establish democratic participation among the workers influenced by a given technology, they saw their initial objective as breaking down traditional concepts of work and expertise among the design group (workers and experts). A second key concern for practitioners of European Participatory Design was enlisting external support for their projects and methods. Almost all projects reported resistance within or friction between the different organizations involved in the projects. Also, due to the nature of the legal, political and economic conditions (they were primarily academic and government initiatives) in which the European projects were situated, they sought to realize their objectives at a highly local contextual level, resulting in few immediately generalizable design principles. The confluence of these factors had led to a very nebulous concept of just what was entailed in utilizing a European Participatory Design methodology—it started to become an ideological approach rather than a prescriptive set of techniques. As a consequence of this, North American systems designers were very skeptical of European Participatory Design and worried that it was only viable in a context such as that which existed in Scandinavia and Britain. This is to say that as a design philosophy, during most of the 1980s European Participatory Design was unable to “sell itself” to a North American market still committed to its own tradition of software engineering practices and ideals. Skeptical system designers asked what methods it prescribed and what techniques it utilized, while European Participatory Design's proponents insisted that the key factors were the promotion of democratic ideals and an enormous creative effort on the part of designers.

4. Redesigning design: mid-1980s to mid-1990s

4.1. Background

Several changes in the late-1980s and early 1990s were to alter the way in which participatory design was perceived and which would both transform it and carry it across the Atlantic. Early European Participatory Design focused purely on democratic participation and overcoming various difficulties in achieving this; moreover, it was primarily conceived and pursued by an academic
community that held little concern for business interests and only limited responsibility for producing actual systems. This was in turn a very different set of problems than those which gave rise to Joint Application Design and similar methodologies in North American corporations, where the problems addressed by system design professionals focused on promoting business goals by increasing the efficiency and effectiveness of technical design. The consequence was that for more than a decade both Joint Application Design and European Participatory Design developed in isolation with almost no interaction between designers working in the two traditions. The interesting exception to this was Xerox PARC which was an early supporter of European Participatory Design in North America, though it stood in relative isolation in this regard. Joint Application Design grew up in the halls of North American industry12 and received very little academic attention, while European Participatory Design was conceived by academics and grew up in the progressive social democracies of Scandinavia.

In recent years, the two traditions have grown close enough together to find themselves publishing in the same professional journals and exchanging techniques and tools. This convergence was not the result of deep theoretical insights stemming from either side, but of separate movements by each toward filling a space opened by a newly emerging organizational regime. This new regime, described by Agre (1995) as the “empowerment and measurement regime,”13 was constituted by elements taken from management theories concerned with product quality and business process efficiency, accountancy methods seeking more precise cost and expenditure measurements, and nationalist political rhetoric over the global competitiveness and security of national industries and their workers. This regime not only transformed the discourse of management theory but, when combined with global information networks, it also made possible global factories and very large distributed control systems through modularized organization, outsourcing, and the electronic transmission of office communications, design requirements, software products, and even programming labor. Co-evolving with and informed by these changing conceptions of workers and business organization, the current heterogeneous field of participatory design claims the twin goals of increasing efficiency (of both technical experts and users) and increasing democracy (primarily for users).

4.2. Reinventing the corporation, representing the customer, redefining the worker

In the mid-1980s, North American business experienced a trend toward maximizing the efficiency and flexibility of its organization.14 This movement toward “reinventing the corporation”15 led to a series of hot topics in professional management literature, the most significant to participatory design being Total Quality Management (TQM) and Business Process Reengineering (BPR). While these management theories each claim principled distinctions between them, their historical development reflects their joint participation in a larger trend and they have been combined along with other elements under the broad rubric of corporate restructuring. More importantly, they each constitute a field of discourse which has given shape to the empowerment and measurement regime (Agre, 1995) and the impact of each can be seen distinctly on the face of participatory design literature.

Total Quality Management is a management approach conceived largely as a response to the perceived shortcomings of American productivity in comparison to Japanese industry in the 1980s, and is comprised of an enormous and heterogeneous body of literature. A recent book16 on Total Quality Management lists eleven management theories which have made significant contributions to Total Quality Management: Scientific Management, Group Dynamics, Training and Development, Achievement Motivation Theory, Employee Involvement, Linking-Pin Organizations, Socio-technical Systems, Organizational Development, Corporate Culture, New Leadership Theory, and Strategic Planning (Schmidt & Finnigan, 1992, pp. 13–23). This broad field, containing several familiar theories, is brought together in Total Quality Management as a business and management philosophy that promotes the conception of a “customer-centered” business organization which is subjected to intense scrutiny and measurement. The objectives are to instill a conception of customers and their needs at every organizational level and production process in the company. This includes disseminating information about customer needs and the company's market position and objectives to workers at every level of the company, as well as benchmarking individual processes and products.
against those of like competitors. It is the provision of benchmarking performance and quality reports to teams and individuals which is supposed to give them a tangible sense of their participation in the company's objectives, i.e. the satisfaction of the customer, and to allow them to set their own performance standards and reach their greatest productive potentials. Total Quality Management thus epitomizes Agre's (1995) conception of the empowerment and measurement regime by giving workers a sense of accomplishment in their work while subjecting them to increasing degrees of scrutiny and productivity demands.

Business Process Reengineering seeks a radical reorganization of offices, departments, and entire companies around specific “business processes.” One method employed is task-analysis, which seeks to establish the “process flow” of business functions, analyze out the distinct tasks and their functional relations, and logically reintegrate these into a more nimble and efficient business machine (Sachs, 1995, pp. 38–39). The reengineered processes are argued to provide workers with a more direct and enterprising relationship with their work and a stronger identification with their corporate culture. Much like Total Quality Management, Business Process Reengineering seeks to reorganize processes around the customer, and does so by creating entrepreneurial teams which are treated as autonomous and accountable entities within the company. The principal difference between the two is that Business Process Reengineering calls for a radical transformation of work organization and the subsequent elimination of jobs that this necessitates (Willmott & Wray-Bliss, 1995).

The applications of Total Quality Management and Business Process Reengineering in American companies have met with mixed success generally, but seem to have been particularly successful in establishing customer-centered product development processes in office and information technology industries. While the reengineering process has been realized in different ways in different companies, a Digital Electronic Corporation design-leader's experience is not unusual:

In the summer of 1993, the central engineering organization in Digital began the implementation of a re-engineering effort under the name of Achieving Engineering Excellence (AEE). This in turn was an integral element of Digital's overall re-engineering effort, inspired by a desire to streamline all our dealings with customers. A major goal of this effort was the reduction by 50% in new product development cycles. Internal data collected within Digital showed that the most significant contributor to excessive development cycles was a phenomena known as “requirements churn.”

The AEE data, gleaned from a survey of hundreds of Digital's staff and an analysis of the corporate planning database, found that on average, 40% of the requirements specified in the Feasibility and Requirements Phase of the Lifecycle were redefined in the subsequent four Lifecycle Phases. The cost of requirements churn, using an industry-wide regression model, found that on average Digital spent 50% more than budgeted. (Hutchings & Knox, 1995, pp. 72–73)

This led to the development of a Requirements Management reengineering team which sought to eliminate the “churn” by forming cross-functional design groups (with members from marketing, service, management, and customer representatives in addition to engineers), restructuring the requirements-gathering process into an iterative “listen–define–validate” model that relies on continual feedback instead of an initial exhaustive establishment of requirements (Hutchings & Knox, 1995, p. 74). Though not all companies approached this new problem in the same way, this is essentially the basic process by which many North American companies began using more participatory design methodologies. Through a demand for the representation of the user/customer in the design process, Business Process Reengineering and Total Quality Management transformed both the problematic of design and the standard of value for judging the design process and its products.

4.3. The autonomous engineer: Engineering Codevelopment

In many ways, Xerox’s Engineering Codevelopment (EC) exemplifies the impact of socio-technical system design and customer-centeredness on North American systems design. Various other projects could serve this purpose as well—see, for example, Holtzblatt & Beyer (1995)—but Engineering Codevelopment does a good job of bringing together many of the themes and issues with which this paper is concerned. Engineering Codevelopment was more daring than most design methodologies in that it recognized that the successful integration of the user/customer in
that process will necessarily transform the work practices of the engineers. It approached the methodological problems of design with essentially the same general objectives sought by reengineering—reducing development time, improving product quality and customer satisfaction—but with a slightly different set of values. Besides improving the product through the integration of users in design, Engineering Codevelopment sought to improve the practices and skills of engineers by engaging them in novel situations where traditional practices and routines cannot be readily applied:

Working directly with users and supporting their day-to-day work require engineers to be committed to helping users in a personal way. Hierarchical dependency relationships between engineers and managers do not work in a codevelopment effort that bridges two different enterprises. In addition to independence, team members are encouraged to develop a diverse set of technical, interpersonal, and often interdisciplinary skills. Finally, individuals develop their own direct and informal contacts within their own and the users’ organizations. (Anderson & Crocca, 1993, p. 49)

This “radicalization” of engineers’ work was not in fact an objective at the beginning of the experimental project, and was one of the causes of the project's failure. Thus it was neither arbitrary nor purely philanthropic, but reflected Xerox's committed objective to experiment with and develop improved engineering methodologies—they were willing to try it in order to “see what would happen.” Xerox's desire to participate in the Class project with Cornell librarians was primarily motivated by a theoretical rather than a purely practical concern, but one which still sought to achieve business objectives valued by an office technologies industry seeking to improve its technological advantage through organizational change. It should also be noted that the Class project was undertaken by Xerox researchers outside of PARC, though PARC researchers did consult on the project.

The Engineering Codevelopment methodology was characterized by two essential features. The first of these was a customer-centered prototyping methodology. The system being designed was a scanning and retrieval system for some 1000 brittle books in Cornell's libraries. The project consisted not just in designing an information archiving system, but in the development of the physical digital scanning and printing devices necessary for its effective use. Hence, the methodology placed a great deal of emphasis on obtaining customer reactions to working prototypes placed in the customers' workplace. The idea was thus to “tune” the artifact to the work environment in which it was to serve. In addition, Engineering Codevelopment was characterized by its willingness to let engineering practices develop open-endedly around the requirements of prototype development. This was reflected in the enormous amount of autonomy granted to the design team by their own corporate management. Where traditional engineering methods are organized according to a hierarchical and functional structure, the division of design labor tends to be rigidly controlled by management, who maintain authority in key decision-making situations. The semi-autonomous Engineering Codevelopment group dissolved its internal organizational hierarchy and also obtained some degree of executive autonomy from their corporate supervisors (Anderson & Crocca, 1993, p. 54). This limited autonomy resulted in a profound transformation of engineering practices in the design process, and it also contributed to the political tensions which ultimately led to the project's poor reception within the company.

Traditional design methods at Xerox place marketing research and development groups in charge of producing detailed system specifications, often through survey research. These specifications are in turn transmitted from marketing to design groups and subgroups via the established management hierarchy and functional sub-divisions in the engineering organization. Engineering Codevelopment, by contrast, seeks to develop a system for a customer with needs that cannot be formalized by market research methods. The design team is thus charged with the novel task of evoking and verifying the system requirements through personal interactions with users. The idea is to establish the needs of users and codevelop the prototype in real time by letting users judge the adequacy of the prototype's features (rather than test engineers as is traditional).

The consequence of this new demand on the designers in such a situation, at least in the Class project, was a radical transformation of engineering practices. Whereas design traditionally begins
with the division of tasks and responsibilities among the design team, the Engineering Codevelopment group members “float” among tasks and leadership roles through the course of the project based on personal initiative and experience. This had five advantages as reported by group members: (1) decisions were made by those most involved with a problem rather than by a manager with no antecedent knowledge of the matter; (2) because designers are not locked inside functional “black boxes” they are each aware of the overall situation at hand and how their activities are situated within it, resulting in a better overall design; (3) designers were able to participate in diverse tasks which broadened their skills and knowledge while enriching their work experience; (4) all members are fully employed and do not spend large amounts of time waiting for others to complete their tasks before they can begin; and (5) group members are chosen and valued for their particular and unique skills rather than their conformity to a homogenizing structure (Anderson & Crocca, 1993, p. 54).

In contrast to Joint Application Design methodologies which sought to alter the hierarchical and functional design process by merely adding a new functional component to that process, Xerox's Engineering Codevelopment was willing to forego the organizational structure of its design process in the hope that the flexibility provided would produce a working system where its traditional market research methods could not reach. While Xerox's explicit objectives were to design a highly customized system for their customer, they were also interested in studying the novel methods and group dynamics that would evolve in a design team organized around a customer-centered design process and granted a great deal of autonomy. The experiment not only resulted in a product which satisfied the customer but also in a reconstitution of the engineers' work organization, which led to the promotion of some empowering humanistic values—job satisfaction, diversity of experience, skill appreciation, personal autonomy, and educational development.

It is worthwhile to note that the project's leader, Bill Anderson, began his career at the Tavistock, and that the account of engineering practice presented as an outcome of this project echoes the virtues of the “autonomous workgroup.” More importantly, the promotion of these humanistic values was limited to the engineers of the technological system, and did not extend to the users/customers. While interactions with the users stimulated this organizational transformation, the users' organizational situation was not profoundly changed. The introduction of a new technological system in the librarians' workplace certainly transformed their work practices in various ways, but from a design perspective there was an established objective to maintain a value-neutral approach to these transformations: “Even though engineers are changing the customer's work practice, they need to avoid interfering with the social and political dynamics that characterize that workplace” (Anderson & Crocca, 1993, p. 55). The result of pursuing such a methodology was a work practice very much like the ideal “autonomous workgroup” originally sought by the socio-technical systems researchers at the Tavistock, yet here it has again shifted its focus toward the design process and away from the consequences of technological change on the reorganization of worker's practices. And, like the European Participatory Design researchers, Engineering Codevelopment recognized the difficulties of communicating design concepts between engineers and librarians.

5. Reflections on technology and critical theory

Participatory design emerged at the convergence of two approaches: (1) a critical project which sought to rectify political imbalances caused by technologies in the workplace and to protect workers from technological change, and (2) the evolution of a technological rationalism which sought to increase the success and efficiency of new systems. We have just recounted the historical development of that convergence and noted the moments at which its purposes and practices shifted to accommodate new concerns and to abandon futile efforts. What can this history of participatory design tell us about the social implications of technology, and the possible roles for a critical theory of technology?

There are a great many issues bundled up in this history, and many of the individual strains have been discussed in isolation by various authors. I find such isolated discussions dissatisfying because, to borrow Heidegger's words, they leave us “utterly blind to the essence of technology.” These discussions take on several forms in which technology is either a political tool or politically neutral, and if a political tool it is either completely plastic and subject to the predominating political will
whether this be derived from underlying political structures or a consequence of political negotiation) or it is a rigid and unbending servant of political hegemony. None of these is quite right, and teasing apart the real essence of technology must confront both its empirical and political aspects.

In this final section, I will begin by examining the nature of “representation” as it plays out in the “representation of users” through the history of participatory design. This constitutes the scientific or empirical side of participatory design—its material and practical consequences for systems design. I will then turn to a discussion of the role of technology in political theories, and in particular the perspectives on technology taken by critical theory.

The conclusion I will reach is that representation is neither purely objective nor subjective, but is ultimately pragmatic. And technology is neither politically neutral nor deterministic, nor is it a perfectly plastic media waiting to be molded by political forces, but different technologies are more or less plastic and subject to being inscribed with political ideologies or enforcing political policies. Accordingly, technological artifacts are able to stand as shared referents by virtue of their material and practical consequences, and when engaged in a dialectic they offer resistances of their own which must be dealt with. A given technology will only be empirically and politically successful if it is able to survive a dialectic of design and use. While it is possible to get a technology “right” the first time around, the best guarantee of a technology's success is to subject it to successive redesigns informed by user reactions. The advantage of this dialectic approach is that it is able to address empirical and political, material and symbolic, issues simultaneously at each iteration. A system will be a failure if it cannot achieve the intended design goals, if it is unreliable or breaks internally, if it never gets used as intended or at all, or if it actually impedes the jobs of workers. Thus, participatory design methods can be a highly successful way to build technological systems because it integrates an assessment of material, practical and political consequences of a system in a single dialectic of resistance and accommodation.

5.1. Representing users: the science of participatory design

European Participatory Design had always been concerned with how technology alters work practices. At its inception, however, it did not consider the technological design process itself to be a key point of interest. Once projects like UTOPIA had begun to problematize technological design, they saw their challenges as being the overcoming of traditional roles, power relations and preconceptions of designers and users. Very quickly they added to this the problem of “communication.” What researchers found most difficult, once socio-political barriers had been bridged, was that designers and users tended to talk past one another. Similarly, researchers taking the approach of technological rationalism to design thought initially that knowledge of users’ requirements could be acquired straightforwardly through organized meetings. They learned quickly that this process was not so straightforward, and the make-up of a Joint Application Design meeting reflects a recognition of the difficulty of achieving this understanding—the need for visual aids, the importance of “scribes” to record “lists” of priorities and requirements which arise during meetings. These approaches thus shared a recognition of the problem of communicating technical designs early on.

Historically, representing the practices and needs of workers grew out of the old and adversarial traditions of worker advocacy by unions, and the Tayloristic analysis of work practices. Producing such representations has been a long-standing and controversial enterprise. On the one hand, expertise and skill are identified as the personal traits of skilled individuals, and are therefore a human value which is alienated from the individual in the process of extracting that knowledge and producing a representation of it. On the other hand, there are the needs of workers which the union attempts to represent as a political agent acting on the behalf of the worker. In the case of skilled workers in a factory, these needs and expertise can often be clearly delineated. In the case of information-intensive office work, this task can be more difficult: when is certain information required by a certain task and when is access, or the privacy from others having access, to that information a right of the worker? When is a task a valuable skill, and when is it merely a burdensome chore? The rationalization of work and the political needs of workers are themselves difficult to
represent, and in the process of information systems design the problems frequently seem to mix together and become even more difficult to get a grip on.

A great deal of literature has been produced by both approaches on the problem of communicating the needs of users. In fact, this problem can be seen as an aspect of the problem of representing users' skilled practices and needs in general, where asking them to communicate this knowledge is simply the approach taken by participatory design. For example, the essence of Joint Application Design is to involve users in meetings during the requirements gathering phase of the system development project—the desired objects of knowledge are the requirements, and the users are a means to this end.

Researchers also encountered problems in uncovering knowledge of tacit skills or embodied routines, and realized a necessity for respecting the fact that workplaces have a rich local vocabulary that takes time to master and is not always easily translated to individuals outside the workplace. Thus there emerged a recognition of the problem of communicating users' knowledge to engineers. It was expected that bringing the users into the design process would also bring their tacit knowledge into the technological product. This turned out to be more difficult than expected, and the different approaches responded differently to this challenge. The technological rationalists saw the problem as one of properly “representing the user” — that there was some objective knowledge held by the user which needed to be elicited, but there was resistance to this elicitation, either in the users or in the system of communication between users and engineers.

From the socialist and humanist perspectives, there did not exist the same faith in the existence of some objective knowledge on the part of users about their own skills and practices, but there was a recognition of the politically charged nature of the workplace and any interactions which might occur between engineers and users. They believed that some users may not feel politically safe in articulating their needs, or that the needs of a collective of workers were essentially a coalition of different and sometimes conflicting interests which had to be negotiated among participants. The solution in both cases was to bring users and engineers into closer practical interactions—in structured and unstructured meetings, and by sending engineers into the workplace to observe users or even participate in the work practices of users, as users.18

The problem of representing the worker, and its ambivalent status, has been well articulated by Suchman (1995). Suchman offers several key points for reflection to social scientists and systems designers involved in representing workers for the support of work. These points stem from the recognition that attempts at empirical objectivity and accuracy often neglect political realities. One point is that the ways in which representations are utilized in design can limit user autonomy regardless of their accuracy. The principal limitation on autonomy presented by information systems is the managerial control and surveillance that is made possible by these systems. Once a task is embodied within an information system, the observation of that task or of its products, and thus their measurement, becomes an easy prospect for managers and administrators.19 Thus, system designers need to be aware of the potential applications of their work even if they themselves have no ill intentions. It may also be the case that by the embodiment of a task in a technological system one limits the personal autonomy of the worker. However flexible they are intended to be, a computer system always offers only a limited set of ways to do things and by requiring workers to proceed in certain specific ways it can limit their ability to organize their other tasks, thus limiting their autonomous space of task scheduling. In short, regardless of the political or other intentions behind designs based on knowledge obtained from workers, the use of that knowledge has practical consequences and these will not necessarily conform to the design intentions, whether practical or pragmatic.

The notion of “representing the user” is further complicated by participatory design insofar as workers are expected to “speak for themselves.” The next section will make a more careful consideration of the nature of user participation as one of political participation, but we should note here that the very idea of “representing the user” can be seen as a way of silencing the user. Moreover, not all of a system's users will ever be present during the design process. Only some will be present, and new users will have to be trained as they enter the workplace. Thus, even when users are fully involved in design, they are only representatives of a larger group of potential users. Still, there are
challenges to the full participation of these user representatives, not the least of which is conveying to them the significance of various design alternatives.

The nature of the problem of communicating designs to users and its solutions revolve around the different practical requirements for a design. What researchers found to be most difficult in communicating a technical system's design to users was that users lacked technical knowledge, and system designs are typically expressed in highly technical form. A formalized design made by and for engineers will amount to instructions and requirements for the necessary components and their functional interactions with one another—a technical “blueprint.” An engineer's design specification will rarely describe features in terms of a user's actions, which are assumed to be given or implied by a “good” design—the blueprint of a house rarely depicts its occupants. To a user, the internal functional specification is almost meaningless, as their concern is with the practical activities it supports and the ways in which their own practices will be altered by a new system. Since users were not participants in the actual technical execution of the design, they found it difficult to understand the various system designs which the engineers proposed. What was needed was a new way to represent a system design which did not require technical knowledge to interpret its practical consequences. The various prototyping and visualization methods developed by participatory design researchers thus attempt to build a bridge from the engineers' design alternatives to the users needs by creating an intermediate representation which is technically feasible and affords practical interpretation.

The initial attempt at this kind of representation in the UTOPIA project was to develop exemplary “screen shots” of what the potential design would look like. This helped, but users found it impossible to judge whether such a design would satisfy their needs since they could not conceive of how it would actually operate. In response to this problem, the researchers developed many innovative means for communicating the practical functionality of various designs and design elements to potential users. The participatory design literature has since produced numerous articles on “prototyping,” “visualization,” “mock-ups,” “storyboarding,” “metaphorical design,” and “future workshops” which all have the expressed purpose of offering suggestions of how to develop and use videos, transparencies, functional prototypes, and even cardboard boxes and plywood to give users a sense of how a proposed system will work.

It is interesting to note the similarity of many of the early European Participatory Design visualization techniques and future workshops to the techniques and meetings developed by Joint Application Design practitioners over a decade earlier, though there appears to have been no direct influence from the older Joint Application Design tradition on the European researchers. Xerox's Engineering Codevelopment takes the methods of technological imagination one step further by introducing the working prototypes into the user environment. This final step, however, turns out to be qualitatively different from the others insofar as users interact directly with a prototype of the new technology, rather than with a representation which is still subject to interpretation by an engineer.

When taken together, we can see in these two “problems of communication” an image of the basic mode of scientific knowledge. The image that science extracts objective knowledge from the world is highly problematic, but a discussion of this metaphysical issue is beyond the scope of this article (see Latour & Woolgar, 1979; Hacking, 1983; Pickering, 1995). Let it suffice to say that according to this image, there is a matter of fact out in the world which is observed, understood and assimilated into a theory, the theory has certain consequences, and these consequences can be reliably expected to occur under specific circumstances. In the way that a doctor discusses symptoms with a patient and prescribes a remedy, or a physicist probes a system and predicts the outcomes of future manipulations, the system designers ought to elicit knowledge of workers and prescribe a better system. There is, of course, a great deal of noise in both directions of this communication model; understanding a patient's symptoms, and getting a patient to take a prescribed medicine, setting up and interpreting instrumental measurements, and getting a system to react properly to an intervention, eliciting system requirements from workers, and getting workers to use a new system proficiently are all difficult tasks. But this model of scientific understanding and expertise is only an ideal, and there is really much more complexity to the situation. Indeed, it was been well argued that much of the work of
science involves making what actually happens in the laboratory “fit” with this ideal of what ought to happen (Pickering, 1995).

Many would argue that the comparison to natural sciences is unfair, and that systems design is really more of a human science in which knowledge is inextricably subjective. Indeed, the objective model of science is itself only a caricature which fails to take account of the many social and material negotiations which take place in the process of producing and exercising scientific knowledge, while social sciences are concerned primarily with these negotiations. The epistemic problem is not one of correctly communicating information from object of inquiry to the understanding subject, but as one of bridge-building—synthesizing a new field of symbolic meaning through a series of symbolic and material interactions. In the case of systems design, the interactive process is between engineers and users, and knowledge of system requirements is the outcome of the confluence of two different fields of symbolic discourse and sets of material practices. The objective of user participation in this situation is to align the concepts and representations of both workers and engineers around a common discourse and set of practices through which the desired technological artifact can emerge, evolve and become useful.

It is thus helpful to consider the case of a social science which has struggled a great deal with issues of representation—cultural anthropology and ethnography. Systems designers themselves have recognized the relevance of ethnographic techniques to their work. In fact, an entire sub-discipline of systems design called the “Ethnography of Information Systems” has emerged which identifies the role of the systems designer, or at least one role of a member of a design team, as being fundamentally that of an anthropologist—to produce a representation of the practices of a work culture which can be used as a basis for systems design. These representations are sought out as a basis for the reorganization of observed work practices in order to increase efficiency and productivity, as well as workers' job satisfaction.

One recent article from this discipline even echoes some themes from the early Tayloristic practices of filming workers to identify and isolate the key motions of their jobs. Produced by Xerox's Work Practice and Codevelopment Group, the article outlines and analyses the use of video for the recording and analyzing of office workers (Brun-Cottan & Wall, 1995). Instead of analyzing the kinesthetic properties of tasks as in Taylor's analyses, the videos are viewed and analyzed by ethnographers to reveal the hidden aspects of a culturally informed work practice. What is important to understand about this kind of representation is that it is necessarily reductive and for some purpose. A representation is valuable for what it leaves out as much as for what it contains, and the practice of creating representations does not seek completeness or objectivity but practical usefulness. It was precisely these kinds of practical representations which anthropologists came to recognize as the product of their profession. Many anthropologists felt confronted by an ethical crisis because such representations had been generated so readily to serve the interests of colonial control in many parts of the world.

Clifford (1986) has insightfully articulated the anxieties faced by cultural anthropologists reflecting on their role in the era of colonialism. His analysis focuses on the role of the ethnographer in representing another culture through interactions, photographs and writings in particular. The intriguing comparison to participatory design which strikes me in Clifford's account is that he conceives of the text as a consequence of a series of interactions—broadly construed as being between two distinct cultures, and narrowly construed as specific interactions between individuals. Under either construal, the text emerges as a synthesis of different perspectives which does not necessarily take on a single perspective. There are different ways to interpret the resulting text; in colonial anthropology the resulting texts can be criticized for their attempts to impose an imperialist perspective and take ownership of the knowledge of another culture by reconciling or exoticizing the differences between two cultures according to the purposes motivating authorship—the politics of colonialism. Similarly, the representations of workers which inform and justify the reorganization of work are criticized by authors such as Braverman (1974), Noble, 1977 and Noble, 1979 and Winner, 1977 and Winner, 1995 and Suchman (1995) as having the potential to disempower workers. Under such an interpretation, participatory design can be seen as a form of technological colonialism.
Another way to interpret the interaction between cultures is that a novel text is produced which does not have an identifiable perspective, but instead is decentered and multi-vocal. This is the way in which Clifford (1986) argues that ethnography can be redeemed from colonialism. By making explicit that different voices, experiences and perspectives are participating in the text, the reader is allowed access to the processes of interaction between cultures that the anthropologist has, without being required to draw the same conclusions.

In Joint Application Design, for instance, the Design Document could be interpreted as just such a multi-vocal text, representing not the objective needs of workers or system requirements but the negotiated outcome of interactions between users and system designers. Whether this is a legitimate interpretation depends very much on the context in which the document is produced and the practical consequences of systems which utilize that representation. The discourse between users and system designers is mediated and permeated by political imbalances, and lies somewhere on a continuum between the extremes of participants acting as free and capable equals in what Habermas (1990) calls an “ideal speech situation,” and participants acting as interrogator and informant. As Hirschheim et al. (1995) make clear, the actual stance taken towards the explicit knowledge extracted through interactions between system designers and users is dependent on the paradigmatic assumptions of the system designers who use the knowledge to build systems. Whoever organizes the system development project and organizes the interactions between users and designers does so according to their own assumptions about what the goals of that interaction ought to be: technical requirements, user needs, political reconciliation, worker empowerment, etc. Of course, successfully imposing metaphysical and political assumptions on the design process depends on the success of attempts to maintain social roles within such meetings.

The notion of a technology being like a text at the point of intersection between two cultures has been well articulated in Star's (1989) concept of a “boundary object.” But while information technologies do support the inscriptions and articulations of incongruent or even incommensurable perspectives and interests, Clifford's notion of the ethnographic text can add something more subtle to our understanding of participatory design. What he presents is a way to understand ethnography as a performance:

Cultures are not scientific “objects” (assuming such things exist, even in the natural sciences). Culture, and our views of “it,” are produced historically, and are actively contested. There is no whole picture that can be “filled in,” since the perception and filling of a gap leads to the awareness of other gaps. . . . If “culture” is not an object to be described, neither is it a unified corpus of symbols and meanings that can be definitively interpreted. Culture is contested, temporal, and emergent. Representation and explanation—both by insiders and outsiders—is implicated in this emergence. (Clifford, 1986, pp. 18–19)

Understood as a temporally emergent performance, ethnography becomes a way of interacting with the world centered around the production of a material record of those interactions. The same can be said regarding the processes of design which provide for interactions between users and engineers—the result in a system which stands as a material archive of their interactions with each other.

With the introduction of functional and working prototypes into the user environment, and thus into the interactions between system designers and users, the dialog between users and designers becomes dialectic. In cultural anthropology, the cultural insiders are rarely given the chance to challenge the representations made by the anthropologists' text. If the outcome of an interactive process of systems design is merely a document, it is still the prerogative of systems designers to produce whatever system they please, and it is the prerogative of users to resist whatever system the designers attempt to impose on their work practices. But when the technological artifact itself becomes part of the interaction, the material and practical consequences of design are reworked in the process. Designers are no longer attempting to interpret design requirements in isolation, but must respond directly to the users' reactions to the consequences of the existing system. Users cannot so easily reject a system as being remote from their needs and ineffectual when it has gone through several revisions motivated by their own challenges to its relevance and usefulness. And throughout
the redesign process, the practical and material resistances of the technology itself to being reworked in certain configurations becomes manifest to users and designers.

We have thus seen how two different perspectives on information systems design, one approaching from the side of the technological rationality and one from the side of social and human empowerment, have converged upon the same set of problems. By arriving at the point of contact between the human and the technological as the source of resistance in the development of information systems, both perspectives converge upon the problems of understanding and incorporating the practices and needs of the user in the process of developing new technologies. The consequence is that social progress and technological progress both come to socio-technological progress, and arrive at a common set of problems as a result.

5.2. Technology as politics: the critical theory of technology

In the end, participatory design went beyond the initial suggestions of written criticism to become an agent of technological change in the workplace. Many of its methods and ends were shared by the Quality of Working Life movement, and ultimately the corporate restructuring of the late-1980s. How are we to understand these critical and technological transformations and what can be learned from them? We could note the weakening of the critique itself—and we might try to explain this by appealing to the realities of business and technology as having confronted and overtaken political ideals. Or we could interpret the participatory and ethnographic approaches to systems design as enabling the regimes of empowerment and measurement and new forms of technological colonialism. Or we could instead note the success of enlightened design practice as one of the factors contributing to economic success and job satisfaction for many corporations and their employees. The development of participatory design is complicated by the historical turns it took and the diversity of projects that carry its banner, but it is hoped that careful attention to these complications provides an appreciation for the tensions we find in the current practice of participatory design. It is also hoped that the study of this particular historical strand of technological criticism can provide some lessons for technological criticism in general. What might this history tell us about the role for a critical theory of information technology?

The original motivations of researchers in the early Scandinavian projects was explicitly to counteract the dehumanizing effects of an increasing technological presence in the workplace. This was principally informed by a Marxist critique of the labor process and targeted Tayloristic rationalization as an assault on the human aspects of this process. Early Scandinavian researchers were also critical of the Tavistock researchers' desire to design and optimize the social side of socio-technical systems for being another form of the furthering of capitalist goals at the expense of workers—an objective toward making workers less resistant and more efficient. This disagreement over what counts as “democratizing work” exemplifies different conceptions of the nature of technology itself.

Feenberg (1991) is critical of traditional Marxist critiques for essentializing technological bias—the belief that technology has an essential bias towards serving the values of the capitalist society which produces it and thus that truly democratic technology can only be produced after revolutionary social reformation. He is equally critical of viewing technology as being essentially neutral and thus develops a notion of “ambivalent technology”, stressing its instrumental nature in support of any values that one wishes to build into it, which suggests that democratic social reformation can itself be affected by developing technologies which embody democratic values. This is essentially the same position that the Scandinavian researchers had finally arrived at with the second-generation projects and their renewed acceptance of the Tavistock researchers. It is important to note the way in which this view assumes that technologies are perfectly plastic and subject to human interests.

The shift is thus from a generalized resistance to new technology to the belief that some technologies may be genuinely progressive, and with this shift comes the insistence on introducing democratic ideals into technological design. But what are these ideals? Feenberg identifies essentially the same positive ideals that the Scandinavian researchers gleaned from Braverman's negative points: recontextualizing design, respect for the promotion and preservation of skill, the reintegration of...
aesthetic and educational value in work, and anti-hierarchical and peer-oriented interaction. The ideals are certainly democratic, but in their abstract form how are they to be effectively realized in an actual technological system? The design process is an enormously complex one, and in any actual system there will be other values of utility and efficiency in play and possibly competing with democratic ones. In fact, it is precisely the issue of what counts as efficient and useful in a technology that problematizes requirements gathering and led even the most techno-rational corporate cultures to seek out the methods of social sciences for assistance.

It is these competing and overlapping values which meet in the current methods of participatory design and it is within specific design contexts that these values must be weighed out and matched to specific proposals and technological possibilities. Every design process is thus permeated with issues of value and how these will be decided is contextually dependent on work and process organization, power relations among individuals which implicate expertise, information access, authority, and rhetorical skill, restrictions on time and financial resources, and a myriad of incidental factors, not the least of which are the actual material capabilities and practical demands of the technology in question. Besides promoting abstract democratic values generally and in the design process, there would seem to be no specific, formal or structural prescriptions available for the “democratization of work” through design, and such a view ignores the possible limits of technological capabilities.

Despite these complexities in the design process, participatory design has been argued to stand as a model of how critical theory might approach technology. Some authors, such as Winner (1995), have proposed that participatory design might bring us one step closer to realizing a humanist ideal of Enlightenment democracy—a world in which people are universally empowered to determine the rules which govern their social practices—by providing a forum for bringing technological choice to the people. This was much of the motivation behind the Scandinavian participatory design researchers’ interests in worker empowerment, but what does this assume about the political role of technology?

First, it is important to note that Winner (1995) is primarily concerned with the participation of users in discussions of system requirements, not necessarily with the accommodation of their reactions to working prototypes. Ultimately, politics are played out between the participants in the public discourse, and technology joins the politically marginalized as a pawn in the political game—having no agency as a political actor in its own right. Such a conception is difficult to maintain when we consider the technologies that Scandinavian researchers first attempted to subject to political control—heavy machinery—only to discover that it was not plastic enough to be the negotiated subject of collective bargaining.

It is also crucial to note that Winner is holding out a procedural notion of justice as his political ideal—it is the very participation of people in design that is democratic, just as the right of all citizens to vote makes a nation democratic. It does not follow necessarily from universal participation that the society or technology which results will be free or empowering—just as people are free to elect a tyrant or the right to vote may not come with other human rights attached. Instead, like “due process,” participatory design is argued to provide a process which is the realization of justice even when the outcomes of the process may not be found agreeable to everyone. What Winner and many of the authors who promote Habermas’ (1984) critical theory focus on is the centrality of public discourse to politics. This is to say that the rational political ideal is the participation of individual voices in debating and arriving at a mutual agreement on normative issues. The challenge facing such views is that participants in such discourse are never able to escape their power relationships with one another in order to participate on an equal footing in an “ideal speech situation” (Habermas, 1990) from which genuinely universal normative claims could be arrived at.

But I think such public discourse theories of politics suffer from another sort of idealism as well when they address technology issues. Consider a fundamental political issue such as the distribution of goods. Some of the most basic goods happen to be material—food, shelter, clothing—and their production and distribution entail practical considerations apart from normative claims. While material considerations may not be germane in a debate about how to split a cake which sits between us at arm’s length, there are certainly many norms which we could agree to that could easily fail to be
practically or materially realizable (e.g. we should each get 55% of the cake). The point is simply that
there are constraints on the norms that can be practically realized which are not determined by the
discursive participants. That the nature of the material world has implications for politics is hardly a
revelation, but discourse theories have no simple way to address this fact.

The general way of handling the material world in such discourse theories is to say that experts,
scientific and technological elites, are responsible for debating and arriving at rational norms about
the physical and material properties of the world. This, however, leaves non-experts ill-equipped to
challenge such norms, and thus limits their ability to participate in a discourse based on those norms.
But if we take such an approach, how are we ever going to be able to provide a useful critical theory
of technology? Technological elites will always have a disproportionate amount of power in debates
about technology, and to exclude technological elites or disregard the norms they have established is
to ignore what is known about existing and potential technologies. What Winner hopes is that merely
bringing technocrats and the masses together in participatory design will promote discourse, but this
fails to address how the inherent power differential between the technocrats and the masses can be
overcome.

While I believe that this techno-populism is a worthy objective, if only because it brings together
people of diverse perspective and purpose to engage in the application of technologies, the promotion
of such highly abstract ideals often contributes little more than rhetoric and motive to actual design
projects. Moreover, it stresses democratic participation in technological choice as the principal lesson
to be learned from participatory design—but it is not clear that it is practical or desirable to have
universal participation in design choice. As was mentioned in the previous section, like many modern
nations, participatory design only offers representational democracy, and thus introduces the
possibility of misrepresentation. It would be unnecessary, or even impossible, for everyone who will
ever ride a bus to participate in the design of that bus, yet it seems highly desirable to have meetings in
which the bus-riding public voices their concerns over routes and schedules. The point is not that
everyone gets a voice, but that everyone who has engaged the technology and is in a position to assess
its usefulness in their daily practices has the ear of those who have the power to alter its potential
usefulness. Participatory design researchers themselves stress the virtue of participation, but much of
the value of their contribution lies in the consequences of realizing participation—the confrontation
of the material and practical implications of their technological artifacts.

A critical theory of technology must include technology as an agent to be dealt with in political
discourse. Unlike human political agents, technology does not challenge norms as illegitimate, but as
unworkable. There is a danger of confusing this notion with a common assumption of
 techno-rationalism—that the technology itself imposes a logic on discourse. This is not what is meant
by considering technology as an agent. Technologies are certainly open both to application and
development, and are thus not inflexible to the political will. But neither are they infinitely flexible
and perfectly plastic. Some configurations work, some cannot work, and many others may remain
uncertain. Specific technologies may or may not be possible, and the only way to arrive at a legitimate
conclusion is to pursue research, and thus commit resources, into exploring those possibilities. The
material dialectic process can be most clearly seen in Engineering Codevelopment's “tuning” of an
artifact to its environment. Such technological research is then a double dialectic: between political
agents who determine the direction and goals of research, and between researchers and the material
and practical resistances of specific technologies. What participatory design does is to add a third and
shorter feedback loop to these interpenetrating dialectics. At the beginning of our history, these
dialectic loops only touched at the points of project proposals and final system evaluation. Over time,
the points of contact increased and the loops wound together. At the end of this history there are three
dialectics: (1) users engage directly in a dialectic with the material and practical implications of a
 technological design, (2) enabling them to reformulate their desires and objectives within the
dialectic between designers and users of the technology, (3) which in turn motivates designers in their
dialectic engagement with the technology. Feenberg and Winner are concerned almost exclusively
with (2). A critical theory of technology ought to recognize that ensuring an environment in which a
public discourse occurs demands informed users and responsive technicians, and thus requires
dialectics (1) and (3). It is only through a direct engagement with the technology that one can decide whether a design can be realized, or whether the technology has satisfied the needs which motivate its construction.

Participatory design is an intriguing critical project which has successfully crossed multiple disciplinary, organizational, political and cultural boundaries. It traces the leading edges of technological application, business management, and social science and for this reason alone should be looked at carefully for its broader historical ramifications. But above all, participatory design has demonstrated that the critical engagement of technology requires not only a great deal of thoughtful reflection in the confrontation of political and ethical demands, but also that critical practice must fill the difficult role of articulating the technological alternatives which are actually capable of satisfying those demands.
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Abstract. Gold prices in the Indian market may be influenced by a multitude of factors such as the value of gold in investment decisions, as an inflation hedge, and in consumption motives. We develop a model to explain and forecast gold prices in India, using a vector error correction model. We identify investment decision and inflation hedge as prime movers of the data. We also present out-of-sample forecasts of our model and the related properties.
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1. Introduction

India is one of the major gold consuming countries in the world and high demand from India is acknowledged to be a major factor in determining international gold prices. High import demand is also cited as the primary reason for the country's persistent current account deficit. To the best of our knowledge, there is little previous research about what determines gold prices in India. Understanding the determinants of gold price will help in developing a predictive model for forecasting future prices. This can be useful for the purpose of portfolio decision-making of investors and also as a critical input for policy making.

We submit that this paper is the first of its kind to develop a model for explaining and forecasting gold prices in India. We estimate the nature of the relationship of gold price in India with key determinants such as the stock market index, oil prices, exchange rate, interest rate, and consumer price index (CPI). We find that gold is useful as a portfolio hedge as well as a hedge against inflation. Our model is able to predict future gold prices with reasonable levels of accuracy.

2. Research background

Among all precious metals, gold might be the most popular choice for investment. It has stood the test of time, and performed well during crisis situations such as market decline, currency failure, high inflation, war, and so on. It is regarded as a good hedge both against inflation as well as fall in value of other assets. The usefulness of gold as an inflation hedge would imply that when general prices are high, gold prices will also be high so that the asset can be sold in order to finance general spending activity. However the role of gold as a hedge against other assets (such as stocks, bonds, foreign currency) would mean that when the prices of other assets fall, the price of gold rises such that the resulting portfolio is diversified.

Many studies have looked into the pattern of gold prices (see e.g. Capie et al, 2005, Worthington, Pahlavani, 2007 and Baur, Lucey, 2010) to identify the factors that influence gold prices. Some of the factors that influence gold prices include inflation, exchange rate, bond prices, market performance, seasonality, income, oil prices, and business cycles. However, to the best of our knowledge, there is no work that has been done to examine gold prices in India.

We carry out an analysis to study the factors influencing gold prices in India by collecting monthly data on gold prices and other factors over a long time period. While the hedge factors are expected to work in India as in other countries, there is an additional role of gold that may not be relevant elsewhere and has been hitherto ignored in literature. Indians buy gold not just for investment but also for personal reasons, to be used as a luxury good (to wear as jewellery, to gift in weddings, for religious reasons and so on). If this reason to buy gold is significant, then higher affordability should
lead to increased demand and therefore higher price for gold. We capture the wealth effect through the stock market index.

The time series variables that we study are, largely, non-stationary variables. Therefore, we need to analyse them in a cointegrating framework. We use a vector error correction approach to model and forecast the price of gold. Our benchmark estimates are for the period April 1990–August 2013.

We find that gold price has a cointegrating relationship with the stock market index, exchange rate, CPI, US bond rates, and oil price. The stock market index has a negative relationship with gold price, contradicting the argument for gold being a luxury good but supporting the role of gold as a portfolio hedge. This is consistent with Baur and McDermott (2010). The exchange rate has a negative relationship with gold price implying that a stronger rupee is associated with costlier gold. Our finding demonstrates that gold is a good hedge against the dollar from the point of view of domestic investors, which is also the case for developed countries (Reboredo, 2013a).

Oil price has a negative relationship with gold price implying that gold is a good hedge against oil as an investment, in contrast to existing evidence from developed countries (see for example, Reboredo, 2013b). The CPI has a positive relationship with gold indicating that gold is a good inflation hedge, a result that has been previously obtained for developed countries (Ghosh et al, 2004 and Worthington, Pahlavani, 2007). Finally, US bond rates are negatively related to gold price, indicating that when returns from international investments fall, investors may switch to gold.

We tested for robustness of the results of our exercise. We have taken some commonly used transformations of the variables, for example, the logarithmic one. We have added difference polynomials of independent variables. Our findings are quite robust to these alternative specifications. The relationship established by us provides interesting insights into the role of gold in portfolio diversification and as a hedge against inflation in the Indian context. The predictive capacity of our error correction model beats alternative specifications such as the random walk, using different sub-periods, and forecasting horizons.

3. Data and methodology

Data source

The gold price data are obtained from the Reserve Bank of India's website. It is taken in real terms by deflating it, using the CPI. The CPI data we use are for urban non-manual employees and later for industrial workers maintained by the Labour Bureau, Government of India. We have taken the equity market index Sensex as a proxy for the stock market. Whenever Sensex suffers a decline, the loss stricken investors may move towards gold, which increases the demand for gold, which in turn increases the price of gold. On the other hand, if Sensex represents the wealth of the people, then a higher value of the Sensex may indicate that the purchasing power of people increases, so they may be able to afford more gold, whose price increases. Sensex data are obtained from the website of the Bombay Stock Exchange.

When the exchange rate increases, it makes gold imports more expensive, leading to an increase in the domestic price of gold. The US Dollar–Indian Rupee (USD–INR) exchange rate is collected from Indexmundi website and Bloomberg. However if gold were a good hedge against the exchange rate then we would expect gold prices to be negatively related with the exchange rate. This would mean that a fall in the dollar value would induce investors to move towards gold thereby leading to higher gold prices.

When oil prices increase, then the cost of production increases which reduces the profits of investors who then switch to gold for safety. Therefore, oil prices are expected to have a positive effect on gold prices. But people do not buy oil simply as a factor of production; many trade it as a commodity for capital gains. So an increase in oil prices would be beneficial for such investors and they would not invest in gold. Again, this means a negative relationship between gold prices and oil prices. (Oil prices are obtained from the Indexmundi website).

The Indian bond market is still in its nascent stage. A select group of authorised domestic financial institutions are the only players in the secondary market and liquidity is limited across maturities. Therefore, the effect of the bond rates was not analysed; another reason is the lack of data on the bond
market, which was available only from 2004 after the setting up of the Clearing Corporation of India Ltd (CCIL). However, we used interest rates on US bonds to control for international investment prospects and the data are obtained from the US treasury website. We use monthly data on the above variables between April 1990 and August 2013.

Data transformations

We consider real price of gold (GLP) which is free from the influence of general price movements. We have normalised gold price by dividing the nominal value by the consumer price index. For example, if the gold price in a particular month is INR 4508.91 and CPI is 2093, then GLP is calculated as INR 4508.91/2093. The Bombay Stock Exchange Sensitive Index or Sensex (SNX) is taken in a logarithmic scale to represent stock prices. Other determinants of gold price that we consider are the USD–INR exchange rate in logarithmic scale (denoted by EXR). We consider CPI in a logarithmic scale as well as the oil price (OIL). Finally, we consider US bond rates (INT) to capture returns from international investments.

Pre-testing time-series properties of the data

We start by performing unit root tests for all our time series. There are several specifications of a unit root process: random walk, random walk with drift, random walk with linear trend and drift, and so on. The cookbook procedure for carrying out unit root test is schematically shown in Fig. 1. This procedure allows one not only to test for potential non-stationarity of the process but also to categorise the extent of the random walk process. An important practical issue for the implementation of the augmented Dickey–Fuller (ADF) test is the specification of the lag length p. If p is too small then the remaining serial correlation in the errors will bias the test. If p is too large then the power of the test will suffer.

![Visualising the series for a trend](image)

**Fig.1.** Schematic diagram for a cookbook procedure on testing for unit root.

For an optimal selection of lag length, we follow the procedure suggested by Ng and Perron (1995). We set an upper bound for p and estimate the ADF test regression. If the absolute value of the t-statistic for testing the significance of the last lagged difference is not significant then we decrease p
by one and repeat the same process; else we stop at that p. Schwert (1989) suggested the rule of thumb for determining the maximum lag length which is the highest integer contained in $12 \times (T/100)^{0.25}$.

Once we have found some variables as non-stationary, we can find the long run relationship between detection of cointegrating relationship. Johansen's method of vector error correction model (VECM) is appropriate in this connection.

4. Econometric methodology

Cointegration

A set of variables are cointegrated when there exists a stable long run relationship between them. While the original test of cointegration was provided by Engle and Granger (1987), due to the well-known deficiencies of this simple approach (Enders, 2004), we follow the approach subsequently provided by Johansen and Juselius (Johansen, 1988, Johansen, 1991 and Johansen, Juselius, 1990). Formally put, let $y_1, y_2, \ldots, y_k$ be a set of variables which we are interested in. Suppose each variable is integrated of order one, viz. I(1), there is a need for differencing in order to attain stationarity. If there exists linear combination(s) of the variables which is (are) I(0), then the variables are said to be cointegrated, i.e. they have a stable long run relationship. Then the cointegrating vector can be estimated which quantifies the relationship between the concerned variables.

Vector error correction model

The vector error correction model (VECM) involves expressing an $n \times 1$ vector of stationary time series (say $y_t$) in terms of a constant, lagged values of itself and an error correction term. The standard VECM ($p$) model can be represented as,

$$
\Delta y_t = \delta + \phi_1 \Delta y_{t-1} + \cdots + \phi_p \Delta y_{t-p} + \alpha ECT + \varepsilon_t
$$

where ECT refers to the Error Correction Term that is a product of an adjustment factor ($\alpha$) and the cointegrating vector ($\beta$). The cointegrating vector shows the long term equilibrium relationship between the concerned variables while the adjustment factors show the speed of adjustment towards equilibrium in case there is any deviation.

5. Findings

Summary of data

Fig. 2 plots all the relevant variables over time. The results of unit root tests are summarised in Table 1. The unit root tests clearly indicate that the relevant variables are integrated of order 1, which is indicative of the most elementary degree of non-stationarity.

![Fig.2. Variables considered in our analysis are plotted against time. The various series from top to bottom in the legend are INT: US bond rates, OIL: oil price, EXR: USD–INR exchange rate in logarithmic scale, SNX: Sensex, CPI: Consumer price index, GLP: price of gold.](image)
Results from modelling gold price

The results from the test of cointegration are reported in Table 2. The trace test suggests that ranks of 0 and 1 are rejected at 5% level of significance. However rank of 2 cannot be rejected at the 5% level. In other words we can conclude that the variables have one cointegrating relationship among them.

Once the presence of cointegration is established we move to estimation of the cointegrating vectors and the VECM. Table 3 shows the cointegrating vector along with the standard errors of the estimates in parentheses. The coefficients suggest a relationship of the following nature:

The above equation indicates that gold prices and the stock market move in the opposite direction in the long run. Unlike what is expected of a luxury good, the wealth effect does not seem to dominate in the sense that higher wealth (captured by a rise in the Sensex) does not get reflected in increased demand and price of gold. However the role of gold as a hedge clearly dominates. As gold price moves in a different direction to that of the stock market it may be inferred that the role of gold as a portfolio hedge dominates its use as a luxury good in India.

This result may also imply that gold is a safe haven asset—an asset which investors can move into in times of high volatility. The difference between a hedge and a safe haven lies in the holding of the alternative asset under extreme market conditions. Under extreme market fluctuations investors tend to hold a safe haven asset whereas a hedge is a substitute for another asset when the latter is not performing as well.

Exchange rate is negatively related to gold prices in spite of the fact that the bulk of the gold consumed in India is imported. Therefore a weaker exchange rate should translate into higher cost of imported gold, which would also make domestic price higher. However our result seems to indicate that gold is a hedge against the dollar and could also be a safe haven. US bond rates have a positive relationship with gold which suggests that when returns from investing outside the country are high, demand for gold in India may fall, and therefore its price. Oil price has a positive relationship implying that gold may act as a good hedge against prices of commodities such as oil that are held by investors in their portfolio.

Forecasting the price of gold

To test our model's out-of-sample properties, we re-estimate our model restricting our data to August 2012. We use our model to forecast one year of data (Fig. 3) and find that the average error is about 3.47% (see Table 4). The root mean squared error of 0.11 is much less than the equivalent measure for a random walk model which is 0.75.

![Fig.3. Forecast values: The magnitude of error. GLP: price of gold.](image)
Robustness exercises

We carry out a series of exercises to assess the robustness of our results. For our model to be reliable, the estimated error terms should be normally distributed without any significant autocorrelation. This can be done using the Ljung–Box test that has good small sample properties as well. The null hypothesis of this test assumes the error terms to be normally distributed and independent. Hence an acceptance of the null would imply that our estimates are robust. We carry out the test for the estimated error term from all the equations of the VECM. For all the equations the p-values of the test statistics are actually very high (>0.90) which we interpret as non-existence of serial autocorrelation. The combined residual plots (Fig. 4) bear testimony to our analysis. Furthermore we tried out the above exercise with alternative lag orders from 9 to 15 (benchmark model presented is for lag order 12) but the results thus obtained are qualitatively not different from the benchmark model.

6. Conclusion

We have modelled gold prices in India and shown it to have a long term relationship with the stock market index, exchange rate, US bond rates, oil prices and the consumer price index. We found evidence that the role of gold as a portfolio hedge dominates its use as a luxury good in India. Gold prices are negatively related with oil prices, further indicating the role of gold as a hedge. Gold prices go up when the rupee is weaker implying that gold is a good hedge against the dollar. When returns from investing outside the country are high, gold price in India is low. Finally, gold acts as a good inflation hedge as it moves in the same direction as CPI. We found evidence that the above variables are able to forecast gold over a 12-month horizon better than a random walk model.

One implication of our results is that since gold seems to be a useful portfolio hedge as well as inflation hedge, government policies to curb the import of gold may be futile. Yet the large amounts of gold imports are a cause for concern as they have kept India’s current account deficit high leading to pressure on the rupee. Our research suggests that policies that directly address the causes of
inflation and provide alternative investment opportunities for retail investors may better serve the objective of bringing down gold imports.

Future work in this area can proceed in several directions. In terms of methodology, alternative approaches such as copula, artificial neural networks, Fourier transformation and wavelet analysis can be employed to assess the scope for improvement in the forecasting power. Other research approaches such as behavioural finance models can be tested using micro data on investors' personal choices to study their influence on gold prices. Studies can compare the gold holding decisions of households and corporate houses to evaluate the consumption vis-à-vis investment motives behind gold purchase.
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1. Introduction

The progress of science and technology has had an increasing impact on social production and life. Modern science and technology have put forward unprecedented challenges and opportunities for the settlement of litigation disputes. Criminal crime and civil disputes related to the problem of more and more specialized, and solve these specialized problems of the main means - forensic - depends on the level of science and technology have gone up. The future use of forensic identification in litigation activities will become increasingly common, its status is also increasingly important. With the promulgation of the Decision of the Standing Committee of the National People's Congress on Amending the Civil Procedure Law of the People's Republic of China (2012) and the Decision of the National People's Congress on Amending the Criminal Procedure Law of the People's Republic of China (2012) The related issues of the reform of the judicial appraisal system have been pushed to the forefront of theoretical discussion. As the main body of the judicial appraisal activities, the forensic expert is an important aspect that cannot be neglected in the reform of forensic system. The reform of the judicial appraisal system, whether at the macro level or the micro-construction level, inevitably involves the judicial expert system. The perfection of the system of forensic experts is essential to protect the legal interests of the parties and to realize justice.

Located in the Commonwealth of the northwest of the European continent, by the England, Wales, Scotland and Northern Ireland four regions, its domestic divided into several different jurisdictions. The theory, rules and jurisprudence of the British expert evidence can be described as the origin of expert evidence and practice in common law litigation. British justice is a tradition of expert consultation, at the time of the 16th century or earlier, when the technical issues involved go beyond the scope of the expertise of lawyers, judges and juries, they seek advice from the experts concerned. It is worth noting that in recent years, the judicial reform of Britain has reflected from one side the development trend of the integration of the two legal systems of evidence.

The contents of the system of appraisers published in the new Civil Procedure Law and the Criminal Procedure Law (2012) have borrowed some of the practices of the expert witness system in Anglo-American law system to a certain extent. This paper intends to compare and analyze the expert witness system in the UK and the system of forensic appraisers in China, with a view to providing some examples of the reconstruction and perfection of the system of judicial expert system in China.

2. A Study of the System of British Expert Witnesses
In China, forensic experts refer to the use of scientific and technical or expertise in the proceedings involved in the identification of specialized issues to identify and judge and identify the views of the staff. This definition focuses primarily on the definition of the function of the expert. The system of accreditation, legal status and job management with the forensic expert is called the system of forensic experts. In the United Kingdom, litigation activities with our experts have similar functions of people known as expert witness, the corresponding system known as the "expert witness system." China's judicial expert system and the British expert witness system belong to different judicial framework, forensic experts and expert witnesses their respective litigation status, rights and obligations are not the same, but the two still exist a lot of interoperability and comparable. As the stone of the British expert witness system in our country to emphasize the confrontation to strengthen the background, to promote China's judicial expert system reform will provide a useful reference.

2.1. The History of British Expert Witness System

The British liturgical litigation model emphasizes human rights protection, a model of equal confrontation between the parties. The core of the party is the balance of the prosecution and defense, in the "God has God, I have the right" principle, the prosecution and defense in the litigation in the status and rights are equal, in the proceedings of the experts to grasp the evidence, Both parties have the right to hire expert witnesses to provide support for litigation. The expert qualification of an expert witness depends primarily on the level of attainments in the field of professional issues involved in the proceedings, rather than the authorization of the national judiciary or certain specialized agencies. Expert witnesses are a witness, still in the trial stage to accept cross-examination, in the litigation compared to the ordinary witness no "advantage" at all.

2.1.1. The Origin of British Expert Witness System

The basis of the modern expert evidence admissibility rules is often traced back to the case of Folkes v. Chadd in 1782. Other ancient jurisprudence also involves expert advice on different aspects such as trade practices, business practices, translation of ancient handbooks, parent-child relationships and content on foreign law.

For nearly a hundred years, the British forensic science has been rapid development. Since Scotland Yard adopted the fingerprint evidence in 1902, as a standard feature for personal identification, fingerprint identification became one of the first professional testimonies of modern science. Throughout the 20th century and the beginning of the 21st century, a number of areas of forensic science, such as trace test, document inspection, DNA analysis, ballistics, forensic science, judicial psychiatry, toxicology, electronic evidence and so on has been an unprecedented development. Forensic science and technology play a huge role in contemporary litigation, and sometimes the judgment of the case is even decisive.

2.1.2. The Change of British Expert Witness System

British court science and technology in the second half of the 20th century has been rapid development, the same period of the court scientific management has appeared many drawbacks. For a long time, the prosecution in criminal proceedings has a sophisticated forensic science laboratory and a strong expert witness team for its services, while the defendants face allegations that can be used to serve their own court is very limited scientific resources. Not only that, many experts are forced by the prosecution pressure or was bought, contrary to the impartial and objective position should be uphold, published testimonial bias in the prosecution, is tantamount to become the spokesman for the prosecution. The emergence of the above problems, the British criminal justice process in the eternal concept of equal confrontation formed an impact, but also caused serious injustice in individual cases, which largely affected the public's trust in the British criminal justice.

Since then, the famous "Rayner Review" has become a catalyst for the reform of the British court system of science. In 1987, Touche Ross to "Reina review" concept of the British court scientific management of the status quo after the reflection of the crux of the problem. After a rational review of the status quo of the scientific management of the British courts, in 1995, the British Minister of Justice Owen put forward the relevant reform resolution. At present, the British criminal law enforcement of the police in the implementation of the new process is: the police at the crime scene after the investigation, the extraction of physical and chemical materials packaging and registration,
sent to the social neutral judicial appraisal agencies to identify the results returned to the police. The police only to keep a small number of technical staff to fingerprint, shoe prints and surveillance video comparison of simple technical identification - site investigation and judicial identification of the right to be separated. Leaving the police institutions to achieve socialization after the expert witness was included in the unified management - the British in their hundreds of years the formation of expert witness decentralized management system challenges, the pursuit of a unified registration management. At the same time, forensic as a choice of both sides of the prosecution and defense of the "social public goods", by the market competition and government macro-control of the dual regulation.

In the civil litigation, with the entry into force of the new Civil Procedure Rules in April 1999, there have been many changes in the provisions of expert litigation in the civil proceedings, which mainly include four aspects: to further strengthen the impartial duties of the experts on the courts; The court has the right to enforce the use of a single common expert; to encourage cooperation between expert witnesses. The above reforms were aimed at the excessive use of expert evidence in British civil litigation activities aimed at promoting the procedural economy and strengthening the court's control over the rational use of expert evidence, which basically represented the common law national expert witness system reform The trend.

2.2. An Overview of the Current UK Expert Witness System

2.2.1. Unified management of government and management of industry associations - expert witness management model

Candidates who testify as experts in an expert are expert witnesses, so discussing the issue of expert witnesses first of all to clarify what is an expert. "Black Law Dictionary" defines the "expert" as "a person who, through specific education and training, master the knowledge or skills of a particular subject, can help the factor." Justice Maule defines the "expert" as follows: "All those who engage in a profession or business that requires some kind of expertise are experts in the required expertise." In the case of an expert The legislation and judicial practice of different legal systems are not the same. In many civil law countries, experts, in addition to knowing expertise in specific areas, are often confined to certain narrow qualifications, especially as experts in forensic experts. The Anglo-American countries often explain the identity of the experts, that is, the source of expert qualifications can not only be a qualification certificate or authorization, but also the accumulation of practical experience. Those who have a certain knowledge of the expertise can be used as experts, they do not have to have the appropriate qualifications or qualifications, the court requires its own professional skills, rather than the way to obtain these skills. Written certificates may not ensure that the expert witness has expertise related to the issues involved in the case before the court, and the rich experience accumulates, of course, the corresponding professional competence. Car mechanics, masons, and electricians can appear in the form of expert witnesses as long as they have the expertise or experience that most people do not have in the case of a need to clarify the case. In Anglo-American countries, it is sometimes even a post-mortem approach known as "the accreditation of witnesses in litigation", that is, through the intense confrontation between the parties in the court to test whether the expert has the ability to outperform ordinary people The Of course, in most cases, the person employed by the client as an expert witness is a forensic scientist who works in an accreditation or research institution.

The UK challenged the expert witness management system that it had formed over hundreds of years and had succeeded in reform. The government standing behind the unified CRFP in the United Kingdom, to support its expert witness approval, punishment, cancellation and a series of management -- CFPR is a government background of the accreditation of the registration committee, and this is the expert witness "unified management" Connotation lies. Although CRFP's expert witness registration and publicity are not legally binding - in other words, this is only an effective reference for both the defense and the expert and the court to identify the identity of the expert. However, the UK expert witness system developed from a specially distributed free expert witness system that was not specifically registered to have a special registration agency, which shows that the UK expert witness system is in the direction of strengthening unified management and standardized
operation, while this is the normative judicial identification behavior and improve the credibility of the views of the judiciary is undoubtedly beneficial.

With the government in the management of expert witness status gradually clear, as a necessary complement to the realization of management functions, the United Kingdom has a forensic management functions of the industry associations or learn to show an ascendant development trend, which also formed the British government unified management and industry Association management combined expert witness management model. It is noteworthy that these industry associations are very important to carry out the identification of technology research and development, the preparation of expert witness training materials, the organization of expert witnesses continuing education and vocational skills training - especially the training of court debate skills - The quality of expert evidence and the quality of expert witnesses provide a great deal of help.

2.2.2. Seeking the balance between procedural justice and litigation efficiency - expert witness in litigation

In the United Kingdom, based on the principle of presumption of innocence, the trial judge is in an absolute neutral position in the trial, and the burden of proof follows who respects the principle of proof. The expert evidence provided by the expert witness is the same as the testimony provided by the ordinary witness, and is the specific way for the burden of proof of the burden of proof. Whether the client hires an expert witness, who hires an expert witness depends on the free will of the parties, has nothing to do with the court; the specific duties and remuneration of the expert witness are agreed between the parties and the expert witness. But the expert witness in the litigation activities in the status and role, compared with the general witness, or is different. Expert witnesses can be chosen or replaced, and ordinary witnesses are often irreplaceable. A person who has full civil capacity and knows that the case is concerned can become a general witness; and an expert witness must be qualified and must be a person with a professional knowledge in a particular field. More importantly, based on the exception of the rules of opinion evidence, expert witnesses usually enjoy a "privilege" that can be given on the basis of facts, to the court is a "processed product" - expert witness through their own Of the professional skills, on the intuition of direct perception of the fact that this "raw material" after the "processing" generated after the views. And ordinary witnesses can only provide testimony to the court for the fact that they are directly perceived. The expert witness can only express his opinion on the factual matter in the case and cannot express any opinion on the factual determination and the application of the law in the case, since the factual determination and the application of the law can only be the power of the judge. Some scholars have pointed out: expert witnesses may not publish legal advice, because these views are likely to produce legal consequences, and the legal facts that the judge is the case of the authority, should not be deprived by experts. Similarly, for judges and juries, they cannot give up their own power to evaluate and determine the facts of the case and overly rely on expert evidence.

There are usually two types of start-up subjects in the UK expert witness program: one is the litigant; the other is the trial judge. In the United Kingdom, the parties to start the forensic process is the norm in the proceedings, as long as the parties that need to witness the experts to help themselves in the case of some of the specialized issues to explain or explain, you can hire expert witnesses. The advantage of this mode is that one of the parties can hire different expert witnesses on a point of contention and propose different expert evidence of the same point of view. In the trial, the two parties can compete for the same way as the ordinary witness Expert witnesses cross-question, so that the opposing sides of the litigation between the two sides to more comprehensive disclosure of the facts of the case to prevent the judge and the jury "listen"; second, equal to the parties to the parties to the scientific evidence of the investigation And the right of cross-examination, to strengthen the parties involved in the litigation mechanism, reflecting the common law litigation procedural justice and the concept of equal confrontation.

The drawbacks of this launch model in the UK are concentrated in the final report of Lord Woolf's "close to justice". He argues that expert evidence is one of the main causes of inefficiency in civil litigation and reaffirms the lack of fair concern for expert witnesses. Civil cases on the admissibility of expert evidence of laissez-faire is a serious ills, it created a group of experts to obtain high
compensation, they hire them according to the needs of experts to issue expert advice, the cost of this approach is --- Hinder the realization of judicial justice. In this case I want to criminal prosecution in the prosecution of the expert to start the model to be emphasized, because this model makes the "self-investigation", "self-test and self-reference" phenomenon in the UK to be truly eliminated. With the detachment of the police subsidiary accreditation body, the criminal procedure in the prosecution of the identification process in a "tripartite agreement" model, the police, the prosecution and social identification agencies signed a service agreement, the police scene investigation personnel only do forensic work And determine whether the evidence obtained needs to be identified, and then the site of the need to carry out the identification of evidence to be sealed and sent to the signing of the accreditation body, the identification of its identification and the results back to the police, so on-site investigation and judicial identification The right to be separated. And the police will identify the views and other evidence submitted to the prosecution for review, if the prosecution that the evidence is sufficient, the prosecution of the suspect, issued by the relevant experts will participate in the testimony; if the evidence doubt, the prosecution will generally ordered the police will Its return to the identification of institutions to re-identification. Thus effectively curbing the unilateral evidence of the prosecution identification, to achieve the separation of detection and control separation.

The trial judge is also the subject of launching the expert witness program. "It is unquestionable for a trial judge to designate an internal power of his own expert according to his own choice." The judge appoints his or her expert to appear as a judge's inherent authority, even if the client does not apply, as long as the judge thinks The need for experts to help themselves on the case involved in the professional issues identified, you can exercise this power. In accordance with the relevant British jurisprudence, even if the public was opposed by a party, does not affect the judge to exercise this power. However, based on the principle of presumption of innocence in the common law and the established arbitrator's negative arbitration status in litigation activities, and some of the drawbacks that may arise from the designation of the subject by the judge. As the American scholar Jason Nov said: "The judge does not designate his own expert, because once the judge appoints his or her expert, it means that some of the views are more neutral or more objective than others, and the judge's quiet observer's role Will be waived. "Therefore, the judges are reluctant to exercise the power, or are very cautious in exercising the power, and in the past practice the judge's expert witness is very rare in the practice, and the judge initiates the identification process Practice has basically become a supplement to the start-up procedure.

New rules 35.7 of the provisions of the subversion of the past that if both parties want to use expert evidence, it is bound to need the concept of two expert witnesses. 35.7, paragraph 1, provides that when two or more parties require expert evidence to be submitted on a particular question, the court may designate an expert to provide expert evidence of the question; article 2 of the article provides that the parties wishing to submit expert evidence When the expert witness cannot reach an agreement, the court may choose an expert witness from the list of expert witnesses prepared or proposed by the presiding party or choose an expert witness in other ways as determined by the court. This is the "single joint experts" (Single Joint Experts) system. The Expert Witness Guide provides a more detailed account of this system. Article 9 of the Guide states: "In this case, all parties shall consider appointing a single common expert, the fact that the dispute is simple, and the case in which the subject matter of the subject matter is not high is particularly suitable for a single common expert In the case of a number of areas of expertise, a single common expert may be appointed to coordinate the drafting of a single identification conclusion. At the beginning of the dispute, a single common expert should be considered to deal with inquiries, surveys, tests, site surveys, experiments, photographs, schedules The initial matters to be carried out by the table or other experts, in particular those that are not disputed between the parties at that stage, and the purpose of the designation of a single common expert is to reach agreement or narrow the dispute.

In the judicial practice of the United Kingdom, the parties may indeed agree on a common expert witness, which will be recognized by the court. Article 35.7 of the new rule does not provide for only one expert witness, but in many cases, such a provision does achieve the objective and impartiality of the expert witness, improves the efficiency of the proceedings and gives the parties equal status.
However, if the parties did not reach an agreement on a single common expert, the court had the power to force the parties to use a single common expert. This typical court act is a major change in the rules of evidence in the UK, which reflects the value of the civil litigation process and reflects the mutual penetration of the contemporary system of opposing lawsuit and the mode of action. However, the court is also cautious when compelling a single common expert, since the court's authority may face dissatisfaction with the parties, all or part of the parties may think that the court designated experts failed to fully prove the facts of the case. The nature of civil litigation is the autonomy of meaning, the court too much power intervention may play the opposite effect. More importantly, once the expert testimony is overturned in cross-examination, then the court will face no evidence of expert evidence as a basis for the finalization.

Discovery is a procedure that is carried out before the trial for the parties to obtain or understand each other's information and evidence. In principle, all evidence is not allowed to be used at the trial, expert evidence is no exception. Expert evidence is one of the most complex categories in evidence, and in a complex case, it can even last for years.

There are three main ways in which expert evidence is presented. (1) Document submission (Document Production). The expert witness is asked to provide all the documents he created, referred to, read or held in the course of his participation in the case. The expert witness should prepare all the material relating to the case before the presentation, and the lawyer decides which content must be revealed to the other party. Some documents that are protected by evidence privilege rules or that are not relevant to the case need not be disclosed. (2) written inquiry (Interrogatories). Refers to the other side of the expert witness to ask a written question, and must be carried out by the experts in the trial before the swearing answer way. Written inquiries are not made directly to the experts, but to the other party, the experts will be asked to provide information to help their lawyers to respond to inquiries. Ask a party to ask a party and his lawyer will also ask their own experts to assist them in preparing the contents of the written inquiry, so that the written inquiry is critical, as much as possible to obtain the other party information, and from the other side to find a loophole in order to cross Asked to reduce the credibility of the other side of the expert evidence. (3) expert test set (Expert Depositions). Refers to the collection of experts before the trial oath testimony. This procedure is usually carried out shortly before the date of the hearing, after the expert completes his preparation exercise. In the expert testimony preservation process, the expert's swearing testimony will be sent by the court to the stenographer records, and by the testimonial experts to verify the correct signature. This record is filed as an official document and can be presented as evidence in the trial.

In contrast, the court may even refuse the application of the expert witness to the expert's opinion. Through the court before the evidence of evidence, litigation in the two can be more comprehensive understanding of each other to prepare expert evidence, so as to ensure the quality of the trial when the quality of cross-examination. At the same time, through the comprehensive disclosure of expert evidence, can effectively curb the bias of the views of the two sides, prompting the two sides through factual statements and scientific proof to support their own claims. Finally, both experts can discover their own opinions and try to improve themselves, making their expert opinions more scientific and credible.

In Anglo-American countries, expert witnesses and ordinary witnesses need to testify in court, with their own words in the trial, through their expertise to know and get expert testimony, directly to the trial, and accept the lawyer's inquiry, So that the views Of the specialized issues in the case are fully tolerated to the judges so that the judge decides whether or not to adopt the testimony provided by the judge. According to the common law, no written document can be used by any party as evidence of the authenticity Of the facts in the document. This rule was established by the British House in the Myers v. DPP case. In accordance with the hearsay rules, the court cannot exclude the opinion of the expert witness who refuses to appear in court. If The expert has no reason to refuse the court to appear in court, or even the court identified as contempt for the court. In the process of appearance, expert witnesses need to complete the dual task. First, at the legal level, expert witnesses should In the order to enhance the testimony of the experts in the order to the injunction of the rules The important level of evidence, the expert level of evidence, the expert witness should respond to the inquiry of the other
party’s lawyer in a concise language in a cross-examination and listen carefully to the other expert witness, and discover and indicate that his testimony exists of the loopholes. One of the fundamental reasons for the expert's appearance is that expert evidence does not have a higher status than other evidence because it is provided by an expert. The status of the expert and the status of other witnesses, although the court to rely on the special knowledge of experts to find out the truth, but the jury is still told not to unconditionally trust expert evidence. The process of the expert attending the cross-examination of the process of whether the expert of procedure is correct and legal, whether the expert opinion is objective and true, which helps the court to judge the admissibility and conclusive power of the expert evidence from different angles. Expert use of professional thinking, reasoning or through the experiment is a kind of ordinary people do not have the expertise and skills to work the results, rather than the experts to understand the objective description of information. The members of the jury in the jury are made up of ordinary citizens who do not have the expertise of expert witnesses or have the ability to judge the facts of the case through the perennial case. It is about necessary for expert witnesses to explain to the trial the professional knowledge and principles on which their opinions are based, and to derive the reasoning process of the opinion. If the content does not face the judge to make the necessary exposition, expert advice will be difficult to really understand the judge. Expert evidence in court is a manifestation of procedural justice and equal confrontation. In the Anglo-American legal system, it is essential that both parties have the opportunity to challenge each other's information. Through the parties in the judge and the jury in front of their own expert opinion tit for tat, and not only to reflect the equal status of the parties to the parties, but also variations to reveal the existence of witness witness and prejudices. In particular, both parties to the litigation called well-known, knowledgeable or experienced experts, while the views of the experts on both sides of the opposite, directly by the case judge who is not enough reality, only through the experts in court, through confused to make the truth of the facts step by step by revealed, so that the judge formed closer to the objective and true free evidence.

3. An Overview of the Current Judicial Expert System in China

China's Code, the earlier clearly put forward the "expert" is the name of the 1911 "fresh fresh criminal law." From 1955 to 1956, the former Soviet Union expert Chu Gangnuo Fu in Beijing Politics and Law School to "forensic" as the textbook name for the training of our personnel. Some scholars believe that the current judicial forensic, refers to the legally registered by the judicial administrative department of forensic qualification, was included in the forensic expert list, in the forensic institutions engaged in forensic activities of natural persons. The identification of qualified persons, the implementation of the management and identification activities and a series of systems and norms, known as the forensic expert system.

3.1. The Evolution of the Forensic Expert System

China's judicial expert system is mainly the public security and judicial organs in the practice of criminal proceedings, based on the needs of various types of cases gradually developed, the identification of institutions in the initial public security organs of the internal departments. The identity of the appraiser who serves in this department has the color of the functional department staff, and this is more or less affected by the long-term authoritarian litigation model. Since the Judicial Expertise of the State Council's Institutional Reform in 1998 has given the judicial administrative organs the guidance and management of the judicial function for social service, the judicial administrative organs have begun the new practice of the reform of the system of forensic experts. In 2005, the Decision of the Standing Committee of the National People’s Congress on the Administration of Judicial Expertise (hereinafter referred to as the "Decision") and the subsequent introduction of relevant regulations made the judicial forensic and forensic institutions basically proceed to the development stage of unified registration management.

In the aspect of the establishment of the judicial appraisal institution, the "Decision" stipulates that "the appraisal organ established by the investigating organ according to the needs of the investigation work shall not be entrusted to the society for entrusted to engage in the judicial appraisal business, and the people's court and the judicial administrative department shall not establish the appraisal
institution." A major reform of the accreditation body in China. This provision makes the original subsidiary accreditation body of the court divested - whether it is based on the principle of separation of the trial or from the trial body should have the absolute neutrality of the position, the provisions are of great significance. At the same time, the status of the accreditation body in the litigation is more neutral, which is helpful to improve the objective authenticity and credibility of the expert's opinion. It is a good way to reduce the judicial injustice caused by the judicial self-examination. The large number of divisions of the accreditation bodies of the original courts have greatly promoted the rational distribution of the identified resources and the benign competition and development prosperity among the social appraisal institutions. In 2010, there were three accreditation bodies that were not affiliated with any investigation or judicial organs in the ten national judicial accreditation bodies selected by the Central Political and Legal Committee in 2010. This is not only the government's future development for the forensic industry Benchmarking, but also objectively makes the forensic service more easily than ever before in civil litigation between the parties and the criminal proceedings in the defense. "The decision" also stipulates: "There is no affiliation between the accreditation bodies; the accreditation body is entrusted to engage in the forensic business and is not restricted by geographical scope." This means that the accreditation bodies are legally established and accept the entrustment for others Identification of independent organizations. The legal status between the accreditation bodies is equal, and the opinions of the appraisal are also different.

3.2. Identify the qualification requirements and the initiation of the accreditation process

The judicial expert in our proceedings is basically entrusted by the judiciary, whose task is to use its own expertise to help the judge find the truth of the case, and is regarded as a "court assistant" and even as a "scientific judge" The status of litigation is usually higher than that of ordinary witnesses. The position of the appraiser in the litigation activity is high, so the qualification of the qualification is strict. It is generally believed that China adopts the so-called "identification right" and has only a small number of people who have a degree of education in the university or above, as well as those with specific qualifications, titles or prestige in various trades, through specialized agency assessment and Registration can become an expert.

In China's current criminal legal system, only the public security and judicial organs have the right to decide whether to hire experts to identify the professional issues involved in the case, the parties and defenders, litigation agents do not decide whether to hire the right of the appraiser, but only apply for supplement Identification or re-identification. China's "Code of Criminal Procedure" provides that: "In order to identify the case, the need to solve some of the specific issues in the case, it should be assigned to hire a person with specialized knowledge to identify." Although not here to specify who to assign, hire forensic , But the article "Criminal Procedure Law" Chapter II of the second "investigation" under the content. In addition, the Criminal Procedure Law stipulates that "the investigating organ shall inform the suspect and the victim of the identification of the evidence, and if the application is made by the suspect, the victim may supplement the identification or re-identification." In the investigation stage The main body that initiates the forensic process is only the investigating authority. Although the suspect, the victim can apply for supplementary identification or re-identification, but the final decision and the executive power or in the investigation organs. "The Supreme People's Court on the implementation of the" People's Republic of China Criminal Procedure Law "a number of issues explained" (hereinafter referred to as "Criminal Interpretation") provides: "the conclusions of the appraisal, the people's court can appoint or hire a person with expertise or Accreditation bodies to identify or reassign some of the specialized issues in the case. "It can be seen that in the trial phase of the criminal case, even if the parties have questions about the identification and make an application to the court, Is still the court. The "Civil Procedure Law" before the amendment of 2012 stipulates that: "People's court that the need for identification of specialized issues should be identified by the legal identification department; without the legal identification department, by the people's court designated identification department identification." So, Civil action in the identification process is also the right to start the court. China's procedural law is very stressed that the court on the identification procedures to start the authority, but greatly ignored the parties to the identification process of the right to start. This is quite different from
the practice of the Anglo-American law firm's right to hire expert witnesses, nor is it conducive to the principle of equal confrontation in the trial.

3.3. Identification of the lack of disclosure system

China's procedural law has not yet clearly defined the identification of the system. Although the "Code of Criminal Procedure" has some similar evidence of the provisions of the provisions, but with the trial and prosecution confrontation in the strict sense of the evidence disclosure system has not been established. In the case of civil litigation, the relevant evidence appeared in the Provisions of the Supreme People's Court on the Evidence of Civil Proceedings (hereinafter referred to as "the provisions of the Civil Action Evidence") adopted by the Supreme People's Court Judicial Committee at its 1201st meeting on 6 December 2001 Exchange regulations. "When the parties apply, the people's court may organize the parties to exchange evidence before the hearing." This is in principle the civil proceedings in the pre-court evidence exchange system to be affirmed, thus establishing the civil evidence system of the embryonic form. And the concept of equality against the concept of litigation supporting the concept of pre-court system, the litigation can be fully understand the two parties in the case of identification of the situation, and pointed out that the problems, and then the evidence of the problem to be removed or improved, Which is conducive to the quality of the trial stage of the cross-examination, to reduce the waste of litigation resources to promote the litigation economy.

3.4. Forensic experts in court and the actual situation of the court

The procedural law of our country clearly stipulates the obligation of the witness to testify in court, but the witnesses are listed in parallel with the appraiser. Therefore, in the strict sense, the provisions of the procedural law in the case of witnesses are not Be applicable. In the "Civil Procedure Law" and "Criminal Interpretation" before the amendment in 2012, there is a provision for evidence of evidence, and the identification of evidence as a kind of evidence in the trial need to accept the cross is no doubt. The cross-examination of the opinions shall normally be attended by the expert who sent the opinion. "Criminal prosecution" provides that the trial and prosecution of the two sides can be brought to the presiding judge to summon the expert to testify in court; but also provides that the defense by the presiding judge, cannot read the conclusions of the identification of unqualified experts; also provides identification should appear in the identification of conclusions , Except where the people's court is allowed to appear without court. "In the litigation, the parties have any objection to the appraisal opinions, and the people 's court shall give evidence in accordance with the law, and the appraiser shall testify in court." Article 59 of the Provisions on Civil Action stipulates that "the appraiser shall appear in court to accept the question. Because of special reasons can not appear in court, with the permission of the people's court, you can write a written reply to the parties question. "Visible, China's procedural law on the identification of people although there is a request, but this request is very loose, far less strict Anglo-American law, To the "identification of people do not appear in court to participate in cross-examination of the exclusion of opinions" this "exclusion of hearsay evidence" level.

From the point of view of the actual appearance of the appraisers in China, even if the rules of opinion and evidence of Anglo-American law system and their exceptions to the appraisal opinions exist objectively in our litigation activities, the application of the spirit of hearsay rules in litigation activities in China is at least The identification of people appear on their own issued by the identification of access to cross-examination - can also be described as negligible. The consequences of this is to deprive the parties of the two sides of the identification of the right to judge the evidence, contrary to the fairness of the procedure; but also not conducive to the judge to make the right to judge the case.

It should be noted that the "provisions of the Civil Action Evidence" provides that: "the parties may apply to the people's court from one or two experts with specialized knowledge to the case of the specific issues described in the case." October 1, 2002 from the implementation of the "highest The people's court on the administrative litigation evidence of a number of issues ", there have been" specific administrative action involving the specific issues involved, the parties can apply to the court to apply for the presence of professionals, the court can also notify the professionals to show " Such a
 provision. The two new concepts that emerged in the two judicial interpretations - "skilled personnel" and "professionals", are called "expert assistants" in academia. Expert assistant refers to a specific area of expertise or experience, in order to fully protect the legitimate rights and interests of the parties, according to their own professional knowledge, litigation involved in the professional issues to make judgments and insights to help the judge to The fact that the case is accurately identified. The litigation function of the expert assistant is obviously similar to that of the Anglo-American law expert witness, and the litigation status is not equivalent to the appraiser of our country. The above two provisions are intended to be used by the Anglo-American expert witness system to supplement our expert system in order to strengthen the substantive examination of the opinions in the trial and to further implement the principle of equal confrontation between the parties to better reveal the facts of the case.

3.5. The Trend of Legislation in Judicial Expert System in China in Recent Years

In recent years, China's judicial expert system in the construction of the Anglo-American law system expert witness system to increase the intensity of reference. Judging from the Supreme Court's 31 Comments on Internet users (hereinafter referred to as "reply") can be seen that the judiciary has begun to recognize and attach importance to the status and role of expert assistants in litigation. The "expert witness mentioned in the reply may be the person within the party", indicating that it does not apply to avoid the system, its identity is not equivalent to the identification of people. The expert auxiliary system has been in the ascendancy situation in the reform of the judicial system in our country, and has formed the beneficial complementarity with the traditional system of forensic appraisers. However, the definition of the status of the expert-assisted litigation is lacking in legislative support, and the "reply" is confused by the concept of "expert witness" and "expert support".

With the promulgation of the Decision of the Standing Committee of the National People's Congress on Amending the Civil Procedure Law of the People's Republic of China (2012) and the Decision of the National People's Congress on Amending the Criminal Procedure Law of the People's Republic of China (2012) China's expert system has emerged a new development trend. Article 78 of the New Civil Procedure Law and Article 187 of the Criminal Procedure Law (2012) stipulate that the expert's opinion may be excluded if the expert has not been given due to the notice of the people's court without justification; "the Criminal Procedure Law Amendments (Draft) "Article 187 provides that the expert who refuses to appear in court may even be in custody. This is the current judicial practice in the identification of people should appear in court without evidence of the phenomenon of prominent, affecting the quality of cross-examination and even the issue of justice and take a major measure, but also the spirit of the Anglo-American hearsay evidence in our country for the identification of evidence Partially applicable. So that the identification of test opinions in the test, by asking to reveal the truth, is conducive to the judges more fully understand the case involved in the professional issues, so that the assessment of the objective and true to make a more accurate assessment, but also to ensure the legitimacy of the program, So that the identification can better serve the litigation. Article 192, paragraph 2 of the Criminal Procedure Law (2012), for the first time, clarifies the role of "expert assistants" in criminal proceedings, which is similar to the "knowledgeable person" in the "evidence of civil action" If it can participate in the trial of cross-examination, is bound to improve the quality of the identification of the quality of evidence; the new "Civil Procedure Law" also in Article 79 will be the official support of experts into the Code. The content of Article 76 of the new Civil Procedure Law gives a certain degree of the right of the parties to initiate the appraisal procedure in the civil action, and the prototype of the "single common expert" system will undoubtedly better guarantee the interests of both parties The Finally, the Code of Criminal Procedure (2012) and the New Civil Procedure Law revise the "appraisal conclusion" into "appraisal opinions", which further reflects the nature of the opinions in the litigation - that is, Evidence, rather than necessarily the correct conclusion.

Through the above study, we can on the British expert witness system evolution and the status quo, the status quo of China's judicial expert system, especially the problem to be a certain understanding. It is true that, due to the differences in legal origin, social system and litigation culture, it is not feasible to completely copy the English expert witness system in the reform of the system of appraisers in our country. However, the co-existence of the two legal systems in the United Kingdom is bound to make its judicial appraisal system with their own legal system of the brand, and its own characteristics and mutual penetration and integration, to unity. The identification system has encountered all kinds of problems - such as the police self-identification caused by the identification of the credibility of the decline - and some of the problems exist in China is more similar. If we can solve the problems existing in our country's current appraiser system and combine with the current situation of our country's judiciary, we can still make some useful thoughts on the system of expert witness system in China to perfect our appraiser system from the following aspects.

**First of all, strengthen the judicial identification of relevant institutions of scientific research, management and training functions, improve the quality of service providers.** The United Kingdom FSS, CRFP and other forensic research and management agencies and many industry associations under the guidance of the government to rely on their own advantages to flourish. The lack of identification and continuing education is the lack of identification and continuing education, and the development of new technologies and new fields is lagging behind. In this regard, the accreditation authority may introduce policies to further strengthen the regular review of the qualification of the appraiser and the preparation of the list of qualified practitioners and the social publicity system so that the judicial appraisal can better serve the litigants. In addition, the accreditation body should actively organize the professional ethics training and professional continuing education of the appraiser, with particular emphasis on improving the appearance skills of the appraiser to meet the requirements of the future witnesses in general. Qualified accreditation agencies can rely on their own scientific research capabilities, and constantly explore the forefront of forensic science and technology field, to promote scientific research to enhance the level of identification, and constantly optimize the quality of service, improve their own strength, in the identification of industry competition to maintain vitality. At the same time, the identification of management departments need to continue to expand the scope of practitioners identification, standardize the management of new categories of practice, so that timely access to the orderly track.

**Second, the rational allocation of identification resources, strengthen the neutral status of accreditation agencies.** We can learn from the practice of the United Kingdom, so that the judicial identification of both sides can choose the two sides can choose the social public service products, strengthen the accreditation agencies for the impartiality of justice services, so that it completely out of the official color, to avoid "self-investigation and self- But also continue to optimize the allocation of resources, the establishment of a national policy-oriented, teaching and research institutions as the basis, the government and the industry jointly control the judicial identification system, increase the government on the community at all levels of forensic institutions Cultivate and manage effectively. In the past, the accreditation body was attached to the judicial or law enforcement agencies, and the judicial identification was carried out to achieve the purpose of prosecuting the crime of prosecution. It was easy to be influenced by judicial and law enforcement purposes. The scientific nature of the appraisal results was often subject to the requirement of the criminal function. Easy to reduce the credibility of the identification of opinions, but also not conducive to the optimization of the structure of resources and rational allocation. However, in our current investigation practice, it is not realistic to completely separate the right of on-site investigation and judicial identification. In order to further regulate the investigation department "self-investigation" situation, the future reform design can be: public security and procuratorial organs to retain some of the basic crime scene investigators, mainly used to deal with the case within the jurisdiction of the investigation phase of the scene investigation Forensics and preliminary technical identification (will be identified on the site that the need to identify the physical and chemical materials packaging and packaging, sent to the social neutral judicial appraisal agencies to identify the identification issued after the return to the investigation
department) and emergency technical identification, and will Most of the identification of human strength to enrich the social neutral identification agencies, to better serve the justice of justice.

**Third, appropriate to give the parties the right to initiate the identification process.** The system of appraisers in China has been influenced by the historical remnants of entanglement and deep-rooted civil law system, and has been based on the investigation and the establishment of the judicial organs. The parties have no right to entrust the appraisers according to their own will. The Criminal Procedure Law was amended to introduce a large number of confrontational factors in the judicial system for the judicial system of our country and achieved good results in the judicial practice of more than ten years. In order to deeply implement the concept of equal confrontation litigation, and effectively protect the procedural rights of the parties should be based on who advocates, who the burden of proof, in criminal proceedings, especially criminal cases of private prosecution, appropriate to give the parties the right to identify, even in the appropriate time in the criminal law to increase the law, such as the parties can be on the case of the special issue of self-commissioned the contents of the identification. Civil proceedings should also be in the pre-trial stage that is given to the parties to identify the right to start, and the parties involved in the identification of the scope, procedures and requirements identified by legislation to do the corresponding clear. In this regard, the British civil law system is worth noting China's new "Civil Procedure Law" in the "parties can identify the facts of the special issue to the people's court for identification of the parties to apply for identification by the parties Consultation to determine the qualifications of the identification of qualified; consultation fails, designated by the people's court. "The terms of the form has been close to it. In one of the judicial practice, one of the parties is reassessed by objection to the opinions, and one of the effective ways to solve the problem is to reach an agreement by the parties on the issue of the identification of the accreditation body and the appraiser. The court may provide the accreditation body and the list of appraisers to the parties to the accreditation, and select a single common expert from the roster through the joint consultation of the parties; if the consultation fails, the court may designate separately. This will increase the degree of recognition of the parties to the identification of advice, improve litigation efficiency and conservation of litigation resources.

**Fourth, to further improve the identification of witnesses in court system.** It is one of the specific contents of the reform of the litigation law of our country, which is the necessary guarantee for the right of the other party to appraise the right of authentication. China in 2012 on the "Civil Procedure Law" and "Criminal Procedure Law" to modify the contents of the increase in the identification of people need to appear in court and no reason to appear in court to bear the legal responsibility of the provisions. To improve and implement the expert testimony system, to improve the quality of identification and quality of evidence to improve the appearance of the expert, may wish to proceed from the following aspects: (1) a clear identification of the relationship between the functions of judges and judges. The object of forensic identification is the question of the professional knowledge that the parties are involved in, rather than the fact that the problem is legal or legal. The fact that the law and the law apply is the duty of the judge, the judge cannot be handed over to any person other than the judge to perform. Identification of evidence and other evidence, must be valid evidence and review and judgment can be used as a basis for determining the facts. The judge must not be due to the identification of advice and the assistance of professionals to give up the facts that responsibility, and must pass the trial certificate and other evidence to determine the way to determine the evidence. (2) to effectively protect the right of the expert in the proceedings. The unequal obligation of the appraiser in the litigation is always a more prominent problem in the litigation and has become a major reason for the low attendance rate in the judicial practice. In this regard, we can learn from the practice of guaranteeing the rights of expert witnesses in the United Kingdom, such as the right of the appraiser in the legislation to clarify the rights of the appraiser, and to testify by the audiovisual equipment. (3) Attention to the development of the ability of the expert's ability to appear - a court of skilled candidates in the presentation of cross-examination, will be good at using the popular language and flexible way to explain the case involved in the professional knowledge to help the judge better understand the case involved Of the professional issues, so that the judge convinced their
own views, and be able to calmly deal with each other's inquiries, which identified the final acceptance of the letter have a positive impact.

**Fifth, the development and improvement of expert assistance system with Chinese characteristics.** The prototype of the expert assistant system has been presented in the judicial practice of our country. The introduction of expert assistants in the trial can make up for the lack of professional knowledge of both parties and judges. The open confrontation and restriction between expert assistants and appraisers are bound Improving the quality of the cross-examination of the opinions in the trial helps to transparently reveal the facts of the case and effectively reduce the unnecessary duplication of identification. At present, there is no small gap in the legislation of expert assistants - the question of qualifications, start-up procedures, legal status, rights and obligations of experts and the relationship with the appraisers is not clear.

The Code of Criminal Procedure (2012) provides that only the prosecutor, the parties and the defense, the litigation agent may apply to the court to inform the expert support person in court to provide an opinion on the appraisal made by the expert. But for the specific status and role of expert assistants, only to make the "second paragraph of the provisions of the expertise of people in court, the application of the relevant provisions of the expert" such a fairly general provisions. Depth understanding of the criminal proceedings in the status and role of expert assistants, may wish to proceed from the following two aspects: First, the status of litigation, the "Code of Criminal Procedure" provides for the use of experts in the relevant provisions of the expert. The provisions of Article 106 (4) of the Criminal Procedure Law, "litigation participant" means the parties, legal representatives, litigation agents, defenders, witnesses, appraisers and interpreters, it can be seen that the expert supporter is a participant Species. In China's current criminal legal system, only the investigating authorities and the court have the right to decide whether to hire experts to identify the professional issues involved in the case, the parties and defenders, litigants did not decide whether to hire the right of the appraiser, Supplementary identification or reassessment. However, for the appointment of expert assistants, the prosecutor, the parties and the defenders, litigation agents to decide and apply for the court to inform the court. Second, the role of experts in the litigation, embodied in the process of proof, it further includes the following two aspects. (1) to provide a statement or confrontation with respect to the question or question raised by the other party in relation to the identification or professional knowledge in order to maintain the legal interest of the employing party. (2) to assist the appointor to the expert or the other party to hire expert assistants to inquire, and the case involved in the identification of the views to be cross-examination. The above two aspects are all in order to carry out the substantive examination of the opinions, so that the appraisal opinions in the cross-examination to be tested, which is conducive to the trial of the professional issues involved in the case of a correct understanding of the assessment of whether the objective Accurate judgments, but also to ensure the legitimacy of the proceedings. It is not difficult to find that the expert aid system that the Criminal Procedure Law (2012) attempts to establish has a lot of reference for the expert witness system in Anglo-American law system at the legislative level. However, it is not possible for us to replace the existing system of appraisers with expert witness system or expert support system, but to make expert assistants and appraisers complementary and benign in litigation to better maintain justice.
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